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Preface

We have the pleasure of presenting the Proceedings of three Scientific Workshops, or-
ganized for the students of the Interdisciplinary PhD Studies (Polish acronym ISD). The
Proceedings contain the papers prepared by the ISD students as follow-ups of their oral
contributions given during the ISD Workshops. The ISD Project „Advanced Materials
for Modern Technology and Future Energetics” is a common scientific and educational
enterprise organized and coordinated by a consortium of three scientific institutions of
Kraków: Faculty of Physics and Applied Computer Science, AGH University of Science
and Technology (WFiIS AGH), being a project leader, and two partner institutions:
the Henryk Niewodniczański Institute of Nuclear Physics, Polish Academy of Sciences
(IFJ PAN), and the Jerzy Haber Institute of Catalysis and Surface Chemistry, Polish
Academy of Sciences (IKiFP PAN). The ISD project enjoys financial support by the FP7
EU Operation Program Human Capital (POKL.04.01.01-00-434/08-02). The project is
aimed at providing the students with a high-level training in physics and chemistry of
advanced materials, necessary to prepare and defend their PhD theses. Sixty students
were enrolled in the ISD during recruitments carried out in years 2009, 2010, and 2011.
The ISD students are actively participating in research programs of the institutions
engaged in the project and are preparing their PhD theses under the supervision of
qualified staff members of the three institutions.

The ISD Project has been an important component for the creation of the consortium
founded by five scientific institutions (WFiIS AGH, IFJ PAN, IKiFP PAN, Faculty of
Physics, Astronomy and Applied Computer Science of the Jagiellonian University, and
Faculty of Chemistry of the Jagiellonian University) and named the Marian Smolu-
chowski Kraków Research Consortium „Matter — Energy — Future”. In year 2012, the
Ministry of Science and Higher Education awarded the status of the National Leading
Scientific Center (KNOW) for the years 2012 – 2017 to the Consortium as the only one
representative of physical and chemical sciences.

Three scientific workshops organized within the ISD project reach far beyond
standard teaching activities of a typical PhD program: (i) The students were offered
invited lectures by top-class physicists and chemists, (ii) The students could participate
in open discussions with the authorities of the institutions involved in the project, (iii)
The students could contribute with oral presentations of their research and engage in
discussions with the lecturers and fellows, and then they were offered the opportunity to
publish their work in the Workshops Proceedings, (iv) The ISD Workshops facilitated
the building of interdisciplinary scientific and social communities of young researchers
across the institutional boundaries of the ISD project participants.

The first ISD Workshop took place in Zakopane, a famous Polish skiing and
tourist resort in the Tatra Mountains, from 11th till 18th November 2011. Invited lec-
tures were given by Professor Wojciech Łużny, Dean of the WFiIS AGH, Professor
Paweł Olko, Deputy Director of the IFJ PAN, Professor Brigitte Bacroix, University
Paris-Nord, Professor Józef Spałek, Jagiellonian University, Kraków, Professor Krzysztof
Wierzbanowski, WFiIS AGH, and Professor Jacek Tarasiuk, WFiIS AGH.



The second ISD Workshop took place in Ochotnica Dolna, a village in a beau-
tiful mountain region of Beskid Sądecki, from 10th till 16th June 2012. This time the
following invited lecturers presented their talks: Professor Jörn Donges, DESY, Ham-
burg, Professor Laurent Chaput, University H. Poincaré, Nancy, Professor Paul Lipinski,
École Nationale d’Ingénieurs, Metz, Professor Mirosław Derewiński, IKiFP PAN, Pro-
fessor Józef Spałek, Jagiellonian University, Kraków, Professor Jacek Tarasiuk, Professor
Janusz Toboła, and Professor Marek Woch from WFiIS AGH. Special lectures on the
perspectives of the basic and applied research in physics and chemistry in their insti-
tutes were presented by Professor Małgorzata Witko, Director of the IKiFP PAN, and
Professor Marek Jeżabek, Director of the IFJ PAN.

The third ISD Workshop is planned to be held in Szczyrk, one of the main tourist
centers in Beskid Śląski, from 9th till 15th June 2013. We have invited 10 lecturers,
among them Professor Janusz Wolny, Dean of the WFiIS AGH for the tenure 2012 –
2016 and the member of the steering board of the Consortium „Matter — Energy —
Future”.

As the coordinators of the ISD project we would like to express our gratitude to
the authorities of our home institutions for their assistance and constant support in the
realization of the project. We would like to thank all the participants for attending the
workshops and preparing truly interesting talks. We also address our thanks to the ISD
students, who actively participated in the organization of the Workshops – the members
of the Organizing Committee: Paweł Janowski, Żaneta Kalemba-Jaje, Mateusz Marzec,
Magdalena Miecznik, Jarek Pawłowski, Marcin Perzanowski, and Ola Wandzilak. Last
but not least, our special thanks are due to the Editorial Committee of these Proceedings
— Maciej Chrobak, Jakub Moroń, Jarek Pawłowski, and Marcin Perzanowski, whose
efforts and skills lead to successful publication of the book.

Professor Andrzej Horzela — Chairman of the Organizing Committee of the ISD
Scientific Workshops, Vice-director of the ISD Project
Professor Janusz Adamowski — Director of the ISD Project
Professor Renata Tokarz-Sobieraj — Vice-director of the ISD Project

Kraków, April 2013



Note from the Editors

Nowadays, in the begin of the XXIst century, the main obligation of scientists
is to challenge requirements of modern-day technologies and to use accumulated basic
knowledge to accelerate development of novel concepts in technology, industry and life
sciences. Moreover, scientists themselves need to break a stereotype of being persons
who only write on blackboards long lines of terribly looking equations or mix colourful
liquids in fancy vessels just to stain their lab coats. During our research done within
the framework of ISD Project we have used a lot of equations and vessels, but, in order
to describe our contribution to the today’s knowledge, the name „applied science” is
perfectly on the spot. Presenting to the readers our scientific achievements we strongly
believe that they will be useful for practical applications and that our PhD theses will
become a good starting point for our future work. We work in different fields: computer
science, catalysis, biophysics, nanoengineering, materials science, environmental research
and development of the innovative electronics and this is reflected in the book. Therefore,
we are convinced that everybody will find here something interesting for him or her —
that is why we invite you to get acquainted with the results of our scientific work.

Have a good reading!

Marcin Perzanowski (Editor-in-chief)
Jarosław Pawłowski

Maciej Chrobak
Jakub Moroń
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Structure and transport properties of colloidal multilayers
Piotr Batys
Jerzy Haber Institute of Catalysis and Surface Chemistry Polish Academy of
Sciences, Niezapominajek 8, 30-239 Kraków, Poland

Supervisor: Paweł Weroński

We present computer simulation results of the layer by layer self-assembling pro-
cess of colloidal particles. We have generated the multilayer structures of spherical
particles according to a generalized model of random sequential adsorption of hard
spheres. We have compared surface and transport properties of several multilayers
of the same average thickness, obtained by adsorption of subsequent particle layers
at various surface coverage. We have discussed how the thickness and roughness
of multilayer changes with the number of adsorption cycles and surface coverage
of subsequent particle layers. Additionally, we have characterized the film struc-
ture in terms of the porosity distribution in the direction perpendicular to the
adsorption surface. Our results suggest that all the film characteristics strongly
depend on the method of its preparation and can be controlled by manipulating
the single-layer surface coverage or deposition time. The results can be useful for
efficient designing multilayers with desired properties.

The surface roughness is a critical param-
eter in various fields of science and industry,
such as producing high-quality optics, optical
and anti-reflective coatings, controlling sur-
face wettability, corrosion resistance, static
and dynamic properties of solid surface, and
tribology. [1] Molecular dynamics studies of
liquid droplets in contact with self-affine frac-
tal surfaces indicate that the contact angle of
nanodroplets depends strongly on the root-
mean-square (RMS) roughness amplitude but
it is nearly independent of the fractal dimen-
sion of the surface. [2] A simple method for
controlling the surface roughness is the de-
position (irreversible adsorption) of colloidal
particles on the surface. [3,4] Recent advances
in the nanotechnology have made possible
the production of functional colloidal mate-
rials with controlled surface and bulk proper-
ties, such as surface-activated, magnetic, con-
ductive, biocompatible, fluorescent, hollow, or
nanoporous particles, opening a big world for
novel applications of multilayers. A common
experimental method for fabricating a multi-
layer with certain characteristics is the layer
by layer (LbL) technique, used originally by
Iller. [5–7] It is based on the adsorption of con-
secutive layers by immersing the substrate al-

ternately in suspensions of colloidal particles
(or solutions of macromolecules) with positive
and negative surface charges. The structure of
multilayer obtained this way depends strongly
on the number of adsorption cycles, amount
of particles adsorbed in each cycle, and inter-
actions in the system. [8] Also, the procedures
for the LbL assembly are relatively simple and
can be automated.

One of our main tools for a better under-
standing of the particle deposition mechanism
is computer modeling of the process. The ad-
vantage of such modeling is that in addition to
the global properties of the multilayer, we can
also study its local properties, which play a
major role in the mass transport, especially in
heterogeneous systems. Thus, computer mod-
eling can be a powerful tool in the study of
structural and kinetic aspects of deposition of
macromolecules, proteins, and colloidal par-
ticles. [9–12] Among a variety of possible ap-
proaches to modeling the localized particle
deposition there is a class of models based
on the random sequential adsorption (RSA)
algorithm, appreciated for its simplicity and
efficiency. [13] We can also extend the classical
RSA model for the quantitative description
of particle deposition in the LbL process. [9,10]

13
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Figure 1: Topology of multilayer 5, obtained
in Monte Carlo simulations.

We can then analyze the effect of various fac-
tors, such as the single layer surface coverage,
on the resulting multilayer structure and the
porosity distribution.

Multilayers of the same thickness, built
from the same particles but in different ways,
can vary considerably in their structures and
surface properties. To see how these proper-
ties change with the single-layer surface cov-
erage, we have simulated five multilayers at
the five values of coverage: 0,10; 0,20; 0,30;
0,40; and 0,50. For each surface coverage we
have chosen the total number of adsorption
cycles in such a way to obtain approximately
the same average multilayer thickness. In Ta-
ble 1 we have collected the single-layer cover-
age Θ, number of cycles n, average multilayer
thickness h and its standard deviation σh, av-
erage porosity εav, as well as the RMS rough-
ness Rq of each of the five multilayers. For the
sake of notation simplicity, we have normal-
ized all dimensional parameters and variables
by the particle radius, its square, or cube, to
make them dimensionless.

As we can see in Table 1, the number of cy-
cles decreases with the increase in the single-
layer surface coverage. To obtain a multilayer
with the average thickness of 30 particle radii,

Table 1: Single-layer surface coverage, num-
ber of adsorption cycles, average thickness
and its standard deviation, average porosity,
and RMS roughness of simulated multilayers.

No. Θ n h σh εav Rq

1 0,10 44 30,0 5,0 0,80 6,2
2 0,20 25 30,4 3,6 0,78 5,0
3 0,30 20 30,4 2,0 0,74 3,6
4 0,40 18 30,2 1,0 0,68 2,4
5 0,50 17 29,8 0,6 0,62 1,6

Figure 2: Average multilayer thickness as
a function of layer number n, calculated for
five values of single-layer coverage Θ. Solid
lines denote linear fits.

we need to adsorb 44 single layers with the
coverage of 0,10 each, and only 17 layers with
the coverage of 0,50. The standard deviation
of the average thickness decreases dramati-
cally with the increase in the coverage. For
the multilayer 1 σh is about five particle radii
while for the multilayer 5 the standard de-
viation is as small as 0,6. Multilayers gener-
ated at a higher coverage are more ordered
and closer packed, as indicated by the aver-
age porosity, varying from 0,80 for the layer 1
to 0,62 for the layer 5. For the sake of illustra-
tion, in Fig. 1 we have presented the topology
of the multilayer 5. It is interesting to notice
that the layered nature of the structure of the
multilayer formed at the high surface coverage
of Θ=0,50 can be observed.

The thickness and roughness of a thin film
are important parameters that can be mea-
sured experimentally. [14,15] By means of such
measurements we can experimentally verify
our theoretical model. Fig. 2 presents the av-
erage thickness of multilayer as a function
of the number of adsorption cycles, calcu-
lated for the five single-layer surface cover-
ages. We can observe a direct proportionality
between the thickness of each multilayer and
the number of adsorbed layers, which is in a
good agreement with the experimental results
reported in the literature for self-assembled
multilayer films of spherical particles. [14,16]
The slope of these curves can be interpreted
as an average thickness of a single layer of par-

14
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Figure 3: RMS roughness as a function of
layer number n, calculated for five values of
single-layer coverage Θ. Solid lines denote ex-
ponential fits.

ticles adsorbed in the LbL process. It is inter-
esting to notice that in the process of LbL as-
sembly of hard, spherical, monodisperse par-
ticles the average single monolayer thickness
cannot exceed the asymptotic value 1,868. In
practice the slope m is even more limited be-
cause in real systems the single-layer coverage
Θ<1. For instance, we have found that slope
for the multilayer 5 at Θ=0,50 equals 1,7558.
It is worth to mention that this value exceeds
the thickness of the single layer in a hexag-
onally packed multilayer film, which is equal
1,73.

In Fig. 3 we present the RMS surface rough-
ness as a function of the number n of adsorbed
layers for the obtained multilayers. For each
of them, the RMS roughness increases to an
asymptotic value, in agreement with the ex-
perimental results. [14] We have found that the
variation of the rougness can be described
with a reasonable accuracy by a simple ex-
ponential relationship. A comparison of our
theoretical results with those reported by Lee
et al. [14] suggests that the theoretical RMS
roughness calculated for n= 20 and Θ = 0, 30
is larger by about 50% than the experimental
value obtained using the AFM method. This
difference may result from a limited penetra-
tion depth of AFM tip.

The results presented in Fig. 3 indicate the
ability of producing multilayers of the same
roughness using different experimental proto-

Figure 4: Porosity as a function of distance
from adsorption surface calculated for five val-
ues of single-layer coverage Θ.

cols, to obtain various porosity, thickness, or
other parameters. Thus, for instance, to ob-
tain the roughness of about 3,5 we can adsorb
either eight, eleven, or eighteen single layers
with the coverage, respectively, 0,20; 0,10; or
0,30. In terms of the adsorption cycle number,
using the coverage 0,20 is therefore the most
effective way to produce a multilayer of the
roughness 3,5. On the other hand, a compari-
son of the entire particle population of the 8-
layer, 11-layer, and 18-layer suggests that the
amount of consumed particles increases with
Θ. Therefore, in terms of the particle volume,
the experimental protocol efficiency decreases
with the single layer coverage, making the use
of Θ=0,10 the most efficient way to produce
a multilayer of the same roughness.

The results presented in Fig. 4 gives us in-
formation about the variation of porosity and
multilayer structure. As we see in Fig. 4, two
effects at two different spatial scales can be
observed in the systems. The first effect is
the local short-range structure ordering mani-
fested by decaying oscillations of the porosity.
The second long-range variation of the func-
tion is more apparent for multilayers formed
at a lower coverage. As we can notice in
Fig. 4, the periodicity of the oscillations is
roughly equal to the particle diameter, with
a slight tendency to decrease with the single-
layer coverage. The initial oscillation ampli-
tude and decay rate depend stronger on the
single-layer surface coverage: the initial am-

15
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plitude decreases and the decay rate grows
with the decrease in coverage. This is reflec-
tive of decreasing spatial correlations between
the particles of subsequent layers and of de-
cay of surface-induced layered structure with
the decrease in Θ. The first minimum repre-
sents the particles of the first layer, adsorbed
directly on the homogeneous adsorption sur-
face at the well-defined distance z= 1. Parti-
cles of the next layer i, however, can adsorb
on other type particles at a varying distance
from the adsorption surface. The mean value
of this distance has to be smaller than 2i−1.
Its standard deviation, which is a measure of
the surface-induced ordering, increases with
the decrease in single-layer coverage, when
a larger fraction of adsorbing particles can
penetrate deeper into the multilayer. There-
fore, the oscillations decay faster in multilay-
ers formed at a lower coverage.

Our results suggest that the multilayer
thickness is proportional to the number of ad-
sorbed layers. The RMS roughness strongly
depends on the method of multilayer prepa-
ration. It increases asymptotically with the
number of adsorption cycles. The asymptotic
value of roughness increases with the decrease
of surface coverage. The linear character of
the function h(n), as well as the convergence
of the function Rq(n) to its asymptotic limit
are in a good agreement with experimental
results. The obtained results allow for a bet-
ter understanding of the structure and sur-
face properties of colloidal multilayers ob-
tained with LbL method. In particular, these
results suggest that the determination of mul-
tilayer averaged parameters, such as the av-
erage thickness or porosity, might be insuffi-
cient to fully understand the behavior of the
system. They may also be useful for devel-
oping catalysts and adsorbents with a pre-
cisely defined and highly developed surface.
The generalized RSA simulation scheme ap-
plied in this work has proved to be an effi-
cient tool for modeling of the formation of
self-assembling particle films produced in LbL
processes.

? ? ?
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Calculations of the electrical resistivity of the monoatomic
metallic layer

Artur Działo
Faculty of Physics and Applied Computer Science, AGH University of Science
and Technology, Mickiewicza 30, 30-059 Kraków, Poland

Supervisor: Antoni Paja

In this paper we present new formula which describes the change of electrical
resistivity with temperature of a mono-atomic metallic layer. We compared our
results and those given by the Bloch-Grüneisen formula for bulk metals. According
to our theory the calculated resistivity is significantly lower than this for a bulk
material.

In recent decades nanotechnology has con-
tributed largely in various fields including
electronics, material science, chemistry and
biology. There is no doubt that conductiv-
ity (or resistivity) of bulk metallic materi-
als should in apparent way differ from that
of materials downsized to nanoscale. That is
why transport properties of charge and spin
in such systems have been the field of in-
terests for many scientists. First semiclassi-
cal approach to this problem was proposed
by Fuchs [1] and Sondheimer [2] who explained
the increase of resistivity with decrease of film
thickness. Quantum size effects in thin metal-
lic films with perfect surfaces were considered
by Sandomirskii. [3] Later work by Ashcroft
and Trivedi [4] extended the problem by in-
cluding discreteness of the energy levels, ef-
fects of impurity potentials and surface rough-
ness.

In this article we include the influence
of the temperature on electronic trans-
port properties by considering a single
mono-atomic metallic layer through which
a two-dimensional electron gas is moving.
Charge motion is disturbed by interac-
tions with crystal thermal lattice vibrations,
i.e. phonons. Our model presented here is
strictly two-dimensional therefore we replace
Fermi/Debye sphere with Fermi/Debye cir-
cle so that every electron/phonon wave vector
lies in a plane within the circle. For this rea-
son we do not use additional symbols for k, q,
etc. but we keep in mind that our system is
two-dimensional.

The variational expression for the electrical
resistivity given by Ziman [7] is:

ρL=
1

kBT

∫∫∫
{φk−φk′}2Pk

′

k,q
~dk ~dk

′ ~dq∣∣ ∫ e~vkφk ∂f0
k

∂Ek
~dk
∣∣2 , (1)

where ~k,~k′ — electron wave vectors before
and after scattering, respectively, ~q— phonon
wave vector, kB — the Boltzmann constant,
T — temperature, φk — deviation from equi-
librium of the electron distribution function,
Pk′k,q — transition probability from the state ~k
to the state ~k′ due to electron-phonon interac-
tion, e— electron charge, ~vk — electron group
velocity, f0

k — electron distribution function,
εk — electron energy.

We assume that the phonon system is in
thermal equilibrium so that for phonon dis-
tribution function φq = 0. Choice of the φk
function is not crucial and for our calculation
we shall use the standard trial function

φk=~k ·~u , (2)

where ~u — unit vector in the direction of ex-
ternal field.
The denominator is then given by:∣∣∣∣ ∫ e~vkφk

∂f0
k

∂Ek
d~k

∣∣∣∣2 =

(
ekFς

4π2~

)2

, (3)

where kF — Fermi radius, ς — Fermi circle
circumference.
Much more effort must be made to calculate
the numerator. Because calculations are com-
plex we shall walk trough them step by step.
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The transition probability due to electron-
phonon interaction is

Pk
′

k,q=

(
π

mNAω

)
δg,k′−k−q|Fq,p(~k,~k′)|2 ×

×O(εk+~ω−εk′)n0
qf

0
k (1−f0

k′) , (4)

where m — ion mass, NA — number of unit
cells per unit area, n0

q — phonon occupa-
tion number, ~g — reciprocal lattice vector,
p — polarization of the phonon, ~ω — is the
phonon energy and O is Landau symbol.
For longitudinal phonons we find the
Fq,p(k, k′) function to be

Fq,p(~k,~k′)=~eq,p · (~k′−~k)·`(|~k′−~k|) , (5)

where ~eq,p is the polarization vector of the
phonon and `(K) is a quantity which has the
dimension of energy and depends on the mag-
nitude of the scattering vector

~K=~k′−~k . (6)

Putting all this together we can write down
the variational integral

π

kBTmNAω

∫∫∫
( ~K · ~u)2( ~K · ~e)2 ×

×`2(K)f0
k (1−f0

k′)n
0
qO(εk+~ω−εk′)×

×δg,k′−k−q ~dk ~dk
′ ~dq . (7)

Using the same simplifying method as Zi-
man [7] we obtain the following equation for
electrical resistivity

ρL =
2~π

e2mNAkBT

1

kF
2ς2
×

×
∫∫

( ~K ·~u)2( ~K ·~e)2`2(K)

(1− e−~ω/kBT )(e~ω/kBT−1)

dς

v

dς ′

v′
. (8)

Following Ziman [7] we assume that N -
processes are the only scattering processes
taking place. For this processes the polarisa-
tion vector ~e is parallel to ~q, which then equals
~K. We can write that

( ~K · ~e)2 =K2 =q2 , (9)

and thanks to system symmetry

( ~K · ~u)2 =
1

2
K2 =

1

2
q2 , (10)

we calculate the resistivity ρL given by the
Eq. (8) changing the variables in the first in-
tegral over dς to kFdφ where φ is the angle
between ~k and ~k′ vectors and doing the inte-
gral over dς ′ which is immediate and equals
to ς

ρL =
π~

e2mNAkBT

1

kF
2v2

F

1

ς
×

×
∫

q4 `2(q) kFdφ

(1−e−~ω/kBT )(e~ω/kBT−1)
. (11)

To accomplish the calculations, all we need
is to find kFdφ expressed by the scattering
vector q. This can be done by using the law
of cosines in the form:

q2 =k′2+k2−2k′k cosφ =⇒

=⇒ q dq=kF
2 sinφdφ

q2 =k′2+k2−2k′k cosφ =⇒

=⇒ cosφ=1− q2

2kF
2
. (12)

Finally the equation describing the resistiv-
ity of an ideal two dimensional metallic sys-
tem is:

ρL =
~

2e2mNAkBTkF
4v2

F
×

×
D∫

0

1√
1−
(
1− q2

2kF2

)2 ×
× q5`2(q)dq(

1−e−~ω/kBT
)
(e~ω/kBT−1)

, (13)

where D — is the Debye radius in two dimen-
sions, `(q) = n/N(εF) where N(εF) — den-
sity of electron levels at the Fermi surface and
ω=ω(q).
For comparison, below we write the Bloch-
Grüneisen formula for the electrical resistivity
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which we mentioned in introduction

ρL =
3π~

4e2mNkBTkF
4v2

F
×

×
D∫

0

q5`2(q)dq(
1−e−~ω/kBT

)
(e~ω/kBT−1)

, (14)

where N is the number of unit cells per unit
volume.
There is another matter which should be thor-
oughly considered. The real phonon disper-
sion relation, ω(q), is not linear and the actual
form of this dispersion relation is

ω(q)=ω0 sin
(qa

2

)
, (15)

where ω0 — characteristic frequency, a— the
lattice constant.
However the Eq. (15) gives too large values of
the sound velocity. Therefore we do not use
the real dispersion relation but we assume the
linear one

ω(q)=
kBθ

~D
q , (16)

where θ is the Debye temperature. This for-
mula gives the sound velocity close to the ex-
perimental values.

We carried out the calculations of the resis-
tivity in the range of temperature from T =
0,04 θ to T =1,4 θ, where θ is the Debye tem-
perature (the numerical results of the investi-
gated quantities did not significantly change
for higher temperatures). We calculated the
ratio of the 2D resistivity ρ2D to the 3D re-
sistivity ρ3D, given by the Bloch-Grüneisen
formula in order to show the influence of di-
mensionality on the resistivity. We used the
linear dispersion relation in both cases. The
result is shown in Fig. 1. Of course the two-
dimensional resistivity and three-dimensional
one have different units. To make the ra-
tio dimensionless we need to multiply two-
dimensional resistivity by the lattice constant
a. We can see that in a wide range of temper-
atures the resistivity of a mono-layer is about
0,3 of that of the bulk sample. It can be ex-
plained in a simple way: the charge carriers in

Figure 1: The relative resistivity ρ2D/ρ3D

(symbols explained in the text) vs. reduced
temperature T/θ where θ is the Debye tem-
perature.

2D space have less final states to scatter thus
the current is less damped. However, for very
low temperatures we obtained the unexpected
result: below T =0,2 θ the 2D resistivity rises
up and becomes greater than 3D one below
0,05 θ. It can be explained in this way: for
very low temperatures the exponent ~ω/kBT
is large and we can approximate the part of
the function under the integral in Eqs. (13)
and (14) which is dependent on temperature
by exp(−~ω/kBT ). On the other hand, this
factor is equal to exp(−θq/TD). It resembles
the well-known fact that at low temperatures
the phonons of small q’s give main contribu-
tion to electron scattering. This contribution
is essentially greater in our 2D model because
of the square root expression in the denomi-
nator.

We have investigated the influence of tem-
perature on the electrical resistivity of a two-
dimensional metallic layer. The electrical re-
sistivity of such system is smaller than the
resistivity of a bulk material in a wide range
of temperatures and exceeds the bulk resis-
tivity at very low temperatures. Both effects
can be explained by the fact of low dimen-
sionality of the considered sample. Our model
is strictly two-dimensional and is difficult for
experimental verification however it can be
used for a semi-quantitative analysis of the
samples strongly reduced in one dimension.
Therefore our next goal is to investigate how
the resistivity changes with temperature for
film thickness greater than one atomic layer.
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This work presents the use of models averaging the mechanical properties of com-
posite materials with ellipsoidal inclusions in order to model the elastic properties
of cancellous bone tissue. In this approach, to calculate, an incremental model
is used and the bone is treated as a composite material where the bone matrix
is assumed as ellipsoidal inclusions. Then, using genetic algorithms one searches
for an appropriate distribution of inclusions for which the effective mechanical
properties are as consistent as possible with the results obtained by FEM.

Let the volume V being Representative Vol-
ume Element (RVE), [1,2] which was separated
from a particular material, consist of N ellip-
soidal inclusions, which we will denote by a
superscript I from 1 to N . Let each of the in-
clusions have the volume labeled V I and ten-
sor cI defining its mechanical properties. In
such case the rest of the volume will be the
matrix, labeled with the index 0, so the vol-
ume of the matrix will be denoted as V 0 , and
its mechanical properties by c0 . With so de-
fined conditions we can determine the values
of the strain of inclusions εI in the function
of local strain [2,3] ε(x)

ε(x) =
1

V I

∫
V I
ε(x)dV . (1)

ε(x) according to Eshelby’s solution [4] is
equal:

ε(x) =Er−

−
N∑
J=0

∫
V

Γ (x− x′)dV ′ : ∆cJ : εJ ,
(2)

where Γ (x − x′) is so-called modified Green
tensor. Substituting from (1) to the expres-
sion (2) we obtain:

ε(x) = Er−

−
∫
V I

∫
V J

Γ (x− x′)dV dV : ∆cJ : εJ .
(3)

Now we can define so-called interaction ten-
sor, which has the following form

T IJ =

∫
V I

∫
V J

Γ (x− x′)dV dV . (4)

This tensor describes the mutual interaction
between inclusions. Returning to the expres-
sion (3) describing the strain of the inlcusion
εI , we can now write is as follows:

ε(x) = Er −
N∑
J=0

T IJ : ∆cJ : εJ . (5)

Basing on the Eq. (3) we substitute instead
of the strain of the inclusions εI and εJ the
expressions aI:Er and aJ:Er and we obtain:

aI : Er = Er −
N∑
J=0

T IJ : ∆cJ : aJ : Er , (6)

after removing Er from the equation and ex-
tracting from the sum

∑N
J=0 T

IJ : ∆cJ : aJ

fragment of the equation with aI we obtain:

aI =
(
I− T II : ∆cI

)−1
:

:

I−
N∑

J=0,J 6=I

T IJ : ∆cJ : aJ

 (7)

for the final determination of the value of the
tensor aI we use the following incremental for-
mula. As the initial values of the tensors aI

21



Proceedings of the ISD Workshops K. Janc

one can assume (aI)=
(
I− T II : ∆cI

)−1

(aI)i+1 =
(
I− T II : ∆cI

)−1
:

:

I−
N∑

J=0,J 6=I

T IJ : ∆cJ : (aJ)i

 .
(8)

A difficulty in the final determining the solu-
tion is the impossibility of calculating tensors
T 0I and T I0 because the matrix is not an el-
lipsoidal inclusion. If we assume as a reference
medium the mechanical properties of the ma-
trices:

Cr = c0 → ∆c0 = c0 − Cr = 0 , (9)

we will obtain Mori-Tanaka model. Accepting
the above assumption, the value of the strain
of inclusion εI according to the Eq. (5) takes
the form

ε(x) = E0 −
N∑
J=1

T IJ : ∆cJ : εJ , (10)

where I = 1, . . . , N and E0 is the strain of
homogenous RVE with properties of the ma-
trix. In such a form the expression does not
depend on tensor T I0, because the element
T I0 :∆c0 :ε0 is equal zero. We are not able to
calculate the value of the tensor T 0I , that is
why we accepted indexing starting from 1. To
determine effective mechanical properties of
the composite material according to the for-
mula (11) we need to know all the values of
the tensor AI

Ceff =
1

V

∫
V

c(x) : A(x)dV , (11)

and because of this according to the relation
A(x) = a(x) : 〈a〉−1 also all the values of ten-
sors aI . Because the relation (8) enables us to
calculate directly the values of tensor a0, we
have to refer to the definition of tensor a(x)
(5) and assume that E0 ∼= ε0:

ε0 = a0 : Er = a0 : E0 → a0 = I . (12)

Defining the volume fraction of the inclusion
I as f I = V I/V where V I the volume of the
inclusion, V is the volume RVE, we can now

write the value for the tensor averaged by 〈a〉
volume in the form of

〈a〉 =
1

V

∫
V

a(x)dV =

N∑
J=0

f IaI (13)

according to the definition the value of the
tensor A0 is equal A0 = a0 : 〈a〉−1

= 〈a〉−1 on
the basis of the above equation the value of
the localization tensor AI can be expressed as
follows

AI = aI : 〈a〉−1
= aI : A0 . (14)

Now knowing all the values of tensors AI we
can calculate the averaged mechanical prop-
erties of the inhomogenous material. Finally
the formula for effective properties CGMT ac-
cording to the formula (11) has the form

CGMT =
〈
cI :AI

〉
=

(
N∑
I=0

f IcI :aI

)
:A0 . (15)

Quite a serious problem of the presented
models is the fact that they were built on
on the assumption that the inclusions are im-
mersed in the infinite medium, and in reality
RVE have limited dimensions. To get a more
accurate solution for the larger fraction, the
incremental model has been proposed, which
involves dividing the volume of the inclusions
into smaller parts and slowly places them in
a matrix (see Fig. 1). In every step we cal-
culate the average value of such material and
we take the next step as a template. Value of
the fraction of the laced inclusions is not con-
stant, the following steps need to add a little
more inclusion fraction, due to the fact that
in the step s we need to get the material which
is equal to the fraction of inclusions s∆f but
one has to remember that the put inclusions
of the volume ∆fs we decrease the fraction
of the matrix which has the inclusion fraction
inside it (s−1)∆f from the previous step. The
formula for the value of inclusion fraction J
which has to fit in the step s is equal:

∆fJs =
∆f

1− 1 (s− 1)∆f

fJ

f
= rsf

J (16)

for the convenience in the Eq. (16) coefficient
rs was introduced, which says what part of
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Figure 1: Construction of a homogeneous material using the Incremental Scheme idea.

fraction has to be inserted in step s. Coef-
ficient rs can be expressed in more friendly
form:

rs =
1

S − (s− 1) (1− f0)
. (17)

From the above equation it results that the
first value rs for the first step is equal 1/S
and for the last one 1/

(
1 + f0 (S − 1)

)
. Fi-

nally the value of effective properties in the
step s describes the following equation

CISs+1 = CISs + rs

N∑
I=0

f I∆cIs : AIs . (18)

The aim of this work is to verify whether
with the presented model we can with quite
good approximation model the mechanical
properties of bone. In this approach as the
elastic properties of the matrix are assumed
the elastic properties of the bone (trabeculae),
and as the inclusion – the void (the zero ten-
sor). Another approximation is the assump-
tion of isotropic properties of the matrix. Now

the task comes to finding such parameters of
the model so that it reflects the reality as good
as possible. The model was compared with
the results obtained using the finite element
method, for two reasons: it is extremely diffi-
cult to determine fairly good and unambigu-
ous mechanical properties using traditional
mechanical measurements.

During tests, a cube with the dimensions
10 x 10 x 10 mm has been scanned with the
computed microtomograph, then from the ob-
tained numerical data a smaller fragment has
been cut out 3 x 3 x 3 mm. basing on these
data a secondary tetragonal grid of the FEM
was generated. In the calculations we assumed
that the Young’s modulus of the matrix is
equal 1000 MPa, and the Poisson’s ratio is
equal 0,3. Through a series of independent
tests 3 Young’s moduli, 3 shear moduli and
3 Poisson’s ratios were determined. In addi-
tion, the porosity of the bone was calculated,
too. Now we need to find the sizes, the volume
fraction and mutual location of the ellipsoidal
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Figure 2: Distribution of the error depending
on the parameters

inclusions, for which the results determined
from the model averaging the properties, and
porosity, were most similar to those obtained
in FEM. We have assumed for four ellipsoids
that we already get very good results. Since
the model has many unknown input parame-
ters, to determine them we used the genetic
algorithm. Genetic algorithms belong to the
group of non-deterministic algorithms, what
means that for the same input parameters we
obtain different suboptimal results, so the al-
gorithm was run repeatedly. Ultimately, the
smaller average error was obtained between
the results from FEM, and from the model
it was like 2 − 3 percent. The Fig. 2 shows
how the distribution of the error depending
on the parameters was adjusted (for one of
the runs of the algorithm) and Fig. 3 shows
how look orientation ellipsoids inside matrix.
Ultimately we managed to prove that, using
the presented model, we are able to model the
mechanical properties of bone with quite good
approximation.

This work has been supported by the EU
Human Capital Operation Program, Polish
Project No. POKL.04.01.01-00-434/08-02.

Figure 3: Matrix with ellipsoidal inclusions
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This work reports how using DFT based band structure calculations the tempera-
ture dependent electron transport properties can be determined. The Korringa-
Kohn-Rostoker (KKR) method with coherent potential approximation (CPA)
method is applied to calculate real and imaginary part of energy. The electronic
structure combined with Boltzmann approach allow to calculate transport coeffi-
cients such as electrical conductivity, Seebeck coefficient and electronic thermal
conductivity. Application of this methodology is presented for example of very
promising thermoelectric semiconductor, doped Mg2Si1−xSnx. All electron trans-
port quantities calculated in function of temperature and carrier concentration are
compared with experimental data and satisfying agreement is found.

One of the best and most consistent theory
of charge and heat transport in solid state
is based on Boltzmann transport equation.
Assuming that electron described, by wave
package, behaves classically (semiclassical ap-
proximation) and using relaxation time ap-
proximation, [1–3] formulas for transport coef-
ficients can be derived in consistent way in
tensor form:

σe = L (0),

S = − 1

eT

L (1)

L (0)
,

κe =
L (2)

e2T
− L

(1)L (1)

e2TL (0)
,

(1)

where

L (α) =

∫
dE

(
− ∂f
∂E

)
(E − µ)ασ(E ). (2)

The σ(E ) is called transport function and is
the key quantity of calculation

σ(E ) =e2
∑
n

∫
dk

4π3
τn(k)

vn(k)⊗ vn(k)δ(E − En(k)),

(3)

where vn(k) = 1/~∇kEn(k). Upper formula,
after changing integration from volume to iso-

energetic surface owing to formula∫
dkδ(E − E (k)) =

∫
S(E )

dS

|∇kEn(k)|
(4)

and after taking into account that structure is
three-dimension and regular (then Kronecker
product |v ⊗ v| = 1/3 v2), can be write in
more simple way

σ(E ) =
e2

~
∑
n

∫
Sn(E )

dS

4π3
τ(Sn(E ))|v(Sn(E ))|.

(5)
Iso-energetic surface for E = EF defines Fermi
surface Sn(EF).

Excluding life time of electron τ all needed
information to obtain transport function is
included in band structure En(k). Generally
τ contains information of many scattering
mechanisms e.g. scattering on acoustic and
optical phonons, vacancies and charge impu-
rities. [4–6] Accounting for all these phenom-
ena into calculation is mostly impossible and
models with some approximations have to be
made. In this work three approximations for
τ(k) were used:

1. Constant life time: τn(k) = τ0 most sim-
ple and common. τ0 is taken as parame-
ter.
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2. Constant free path: τn(k) = |vn(k)|/λ0.
λ0 is taken as parameter.

3. Constant life time with included disorder
scattering: τn(k) = (τCPA(k)−1 + τ−1

0 )−1

τ0 is also treated as parameter.

Thanks to CPA [7,8] calculation scattering
connected to chemical disorder (on position
(0,0,0) see Fig. 1) can be included due to de-
termination of the imaginary part of energy
τCPA(k) = ~/ Im E (k).

Important element of calculation is also a
number of electrons in a system. This infor-
mation is actually comprised in the chemical
potential.

n+ nd =

∫
dE g(E )

1

1 + e
E−µ(T,nd)

kBT

, (6)

where g(E ) is the density of state (DOS) func-
tion

g(E ) =

∫
S(E )

dS

4π3

1

|∇kEn(k)|
. (7)

Concentration nd is an additional concentra-
tion corresponding to small extra number of
doped electrons (rigid-band model [9]).

The above-mentioned method was
used to calculate transport coefficient of
Mg2Si1−xSnx for x = 0,5; 0,6 and 0,7 focus-
ing on x = 0,6. Mg2(Si-Sn) alloys are one
of the best thermoelectric material widely
investigated these days. [10–12] Doping in
these series of compounds is realized mostly
by Sb and Bi. It has face-centered cubic
structure (space group Fm3̄m) with Si or Sn
atoms at position (0, 0, 0) and Mg atom at
position (1/4, 1/4, 1/4) (see Fig. 1).

Figure 1: Crystal structure of Mg2(Si-Sn) al-
loy.

Figure 2: Band structure of Mg2Si0,4Sn0,6

(up) in all energy window and direction. At
bottom zoom at X point in Sn 50% and 70%
compound.

Fig. 2 shows band structure of the x = 0,6
composition. Spread of band are proportional
(extended 100 times) to imaginary part of en-
ergy and inversely related to electron’s life
time on specified bands. Indirect gap is equal

Figure 3: Chemical potential in function of
temperature (y-x plot) for different p and
n type carrier concentration. On background
corresponding DOS i arbitrary units. Solid
line marked 3 labelled concentration and the
dashed line one with intermediate value of
concentration.
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Figure 4: DOS (a) and three transport func-
tion (b-d) of Mg2Si0,4Sn0,6.

Eg = 0,65 eV. At X-point two conduction
bands degenerate (converge each other) when
x ∼ 0,6. Lower or higher amount of Sn re-
moves the band degeneration and an energy
split between the bands are as large as 67 meV
(x = 0,5) and 44 meV (x = 0,7), respectively.

Chemical potential in function of tempera-
ture seen in Fig. 3 shows regular behavior.
While temperature rises chemical potential
moves to the center of energy gap (Fermi en-
ergy). It is worth to notice that integration
in Eq. (6) is numerically hard to compute at
low temperature (T < 30 K) and without ap-
plying highly accurate algorithm it may yield
wrong values.

Transport function and density of
states calculated from band structure of
Mg2Si0,4Sn0,6 is shown in Fig. 4. In Fig. 4d

Figure 5: Seebeck coefficient of
Mg2Si0,4Sn0,6 in function of temperature
for five different carrier concentrations (in
cm−3). Results for n = 1,7 · 1020 cm−3 are
shown by a dashed line. Points represent
experimental data measured on the sample
with the same concentration.

parameter τ0 = 20 fs was used. Transport
function in Figs. 4a – c are calculated
with different approximations (τ = const.,
λ = const., µ = const. and CPA). All these
functions were obtained in resolution of
3,2 meV.

The calculated Seebeck coefficient with
constant relaxation time approximation
(Fig. 5) shows very good agreement with
experiment. [12] Constant free path tends to
underestimate Seebeck coefficient (not shown
in this work). On other hand, including
scattering on chemical disorder (lifetime
from CPA approximation) does not alter
noticeably Seebeck coefficient. Seebeck coef-
ficient in Fig. 5 shows typical behaviour, i.e.

Figure 6: Seebeck coefficient of
Mg2Si0,4Sn0,6 in function of carrier concen-
tration (in cm−3) for 3 different temperature
and 3 different Sn amount.
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when temperature increases thermopower (in
absolute value) also increases. At low con-
centration an exception from this behaviour
is caused by influence of finite value of
energy gap. Noteworthy, at low concentration
and high temperature thermal excitation
activates also carrier lying below the gap and
the value of S decreases.

The Seebeck coefficient in function of con-
centration is presented in Fig. 6. It is seen that
among all presented contents, Mg2Si0,4Sn0,6

reaches the highest thermopower (in abso-
lute value). This characteristic feature is seen
mostly in low concentration and high tem-
perature and results from the presence of
band degeneracy at X-point. When Sn con-
tent is 50% and 70%, the band splitting be-
tween conduction bands substantially low-
ers the S value. The splitting is smaller
in Mg2Si0,3Sn0,7 then in Mg2Si0,5Sn0,5 com-
pound what confirms the feature. At higher
concentration Fermi energy goes to higher en-
ergy and the influence of the splitting be-
comes hardly visible and results in similar
thermopower values.

This work was supported by the EU Human
Capital Operation Program, Polish Project
No. POKL.04.01.01-00-434/08-02.
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Heteropolyacids (HPAs) systems exhibit a wide range of molecular sizes, com-
positions and architectures. Modification of those parameters leads to creation of
a structure having diverse chemical and catalytic properties. In this paper, the
theoretical description of electronic structure of heteropolyacids modified by cop-
per ion (CuHPA) has been presented. The results showed that the Cu2+ cation
introduced into the Keggin anion into the position of the central ion or addenda
atom, influence the acid-base properties of the active centers present in the sys-
tem. Modification of the structure leads also to the changes of redox properties of
these systems.

Heteropolyacids belong to a group of com-
pounds which due to their acid-base and re-
dox properties are used in many catalytic
processes, both homogeneous and heteroge-
neous. [1] The broad spectrum of reactions
catalyzed by heteropolyacids is associated
with specific properties of the studied sys-
tem: structure mobility, thermal stability, sol-
ubility in organic and inorganic solvents, as
well as simple recovery and recycling. HPAs
catalysts are currently used in several in-
dustrial processes including selective oxida-
tion, hydration of olefins, polymerisation of
tetrahydrofuran. [2] All HPAs are complex
protons that incorporate polyoxometalate an-
ions having metal-oxygen octahedral as the
basic structural units. The structure of HPA
allows many different modifications of pri-
mary (change of the central ion, change of the
type/number of the addenda atom(s)), sec-
ondary (change of the type and number of
compensating cations) and tertiary (immobi-
lization on various supports) structures pro-
viding an opportunity to tailor their catalytic
properties.

The most frequently used heteropolyacids
(HPA) in catalysis are Keggin type dodec-
aheteropolyacids [3] represented by the gen-
eral formula AnXM12O40. The central posi-
tion of Keggin’s anion occupies the fourth-

Figure 1: Geometric structure of Keggin
polyanion: a) PW12O3−

40 , b) CuW12O6−
40 , c)

PW11CuO5−
39 .

coordinated central ion (X), which with four
oxygen atoms, creates internal tetrahedron
XOn−

4 . Tetrahedron is surrounded by twelve
edge- and corner-sharing metal-oxygen octa-
hedra MO6. The octahedral are arranged in
four M3O13 groups.

In this paper, tungsten heteropolyacids,
modified by copper ions, in which Cu2+ cation
was introduced in the position of central ion
CuW12O6−

40 (CuW) or in the position of one
addenda atom PW11CuO5−

39 (PWCu) are pre-
sented (see Fig. 1b and 1c respectively). As
a reference system typical Keggin’s anion
PW12O3−

40 (PW), with P atom in 40 position
of central ion and W addenda atoms was used
(see Fig. 1a).

Electronic structure of modified CuHPA
were carried out within the DFT approach
with cluster model, using Turbomole code. [4]
Electron exchange and correlation have been

29



Proceedings of the ISD Workshops P. Niemiec

Table 1: Charges from Mulliken Population analysis, Wiberg Bond Indices and the energy
of frontier orbitals [eV].

PW12O3−
40 CuW12O6−

40 PW11CuO5−
39

Charges (Mulliken population)
P/Cu; W; Cu 1,14; 1,68; − 1,82; 1,63; − 1,12; 1,64; 0,46

Oa −0,70 −1,15 −0,70 (−0,65)a

Ob −0,69 −0,69 −0,70 (−0,51)a

Oc −0,63 −0,63 −0,66 (−0,50)a

Od −0,48 −0,58 −0,57
Wiberg Bond Indices

P/Cu−Oa−W; P−Oa−Cu 1,14/0,11; − 0,04/0,29; − −; 1,21/0,11
W−Ob−W; W−Ob−Cu 0,81/0,81; − 1,15/1,15; − 0,79/0,79; 1,35/0,45
W−Oc−W; W−Oc−Cu 0,86/0,86; − 0,60/0,60; − 0,84/0,84; 1,38/0,44

W=Od 1,87 1,85 1,80
Energy of frontier orbitals [eV]

HOMO/LUMO −6,89/−4,33 −4,62/−4,43 −5,61/−4,58

acenters directly coordinated with Cu2+.

described by gradient corrected functional
using the revised Perdew-Burke approach [5]

combined with TZVP basis sets. [6] Optimized
geometries, densities of states, Mulliken pop-
ulation analyses, [7] bond orders [8] as well as
the character and energy of boundary orbitals
were determined. The solvation effect was
taken into account within COSMO approxi-
mation (COnductorlike Screening MOdel). [4]

In the Keggin’s anion both: oxygen and
metallic centers are presented. There are four
types of oxygen atoms: four oxygen atoms of
the central tetrahedron (Oa), twelve oxygen
atoms that bridge two addenda atoms not
sharing a central oxygen atom (Ob), twelve
oxygen atoms that bridge two addenda atoms
sharing the same central oxygen atom (Oc)
and twelve terminal oxygen atoms (Od) asso-
ciated with a single addenda atom.

The acid-base properties of the active cen-
ters were estimated by charge analysis. Ta-
ble 1 summarizes charges on active centers
obtained from Mulliken population analysis.
The results of the population analysis show
that atomic charges on oxygen atoms (Oa−c)
and metal (W, Cu) centers are far from the
formal oxidation states indicating mixed ionic
covalent nature of the metal-oxygen bonds in
Keggin anion. Results of calculations show
that Cu2+ ion introduced into the Keggin’s

anion has different charge, depending on the
position which it occupies in the structure.
As a tetra-coordinated central ion, the charge
on Cu2+ ion equals 1,82 and is substantially
higher than charge on P (equal 1,14) in the
reference system. In the position of addenda
atom, surrounded by five oxygen ions, the
charge of Cu2+ is much lower, and equals
0,46. As a central ion Cu2+ influences only
closely localized oxygen atoms, Oa, which
charge, in comparison with the reference sys-
tem PW, increases about 0,45. The charge
on bridging oxygens Ob,c and on addenda
atoms (W) stays nearly unchanged. Results
of calculations for modified HPA in which one
addenda atom was substituted by Cu, show
that atom influences the nucleophilic char-
acter mostly of bridging oxygen atoms co-
ordinated to introduced element. Results of
population analysis show decrease of acidic
character of oxygen atoms coordinated with
Cu (values for the charges can be found in
parentheses in Table 1). In both modified sys-
tems, CuW and PWCu, a slight increase in
nucleophilic character of oxygen atoms, Od,
(singly-coordinated with metal center) is ob-
served.

The parameter which allows to describe
the the ionic-covalent character of the bonds
is the bond order. Results of Wiberg anal-
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Table 2: Compositions of frontier orbitlas [%].

PW12O3−
40 CuW12O6−

40 PW11CuO5−
39

HOMO LUMO HOMO LUMO HOMO LUMO
P/Cu 0 0 59,37 54,93 0,03 0,01
Oa 0,01 0,01 27,00 30,51 0,39 0,10

W; Cu 0,84 74,72 2,95; − 3,32; − 6,65; 36,68 9,78; 54,18
Ob 47,26 11,92 0,99 1,13 20,15 13,32
Oc 50,88 13,22 6,59 7,46 27,84 17,33
Od 1,01 0,13 3,10 2,65 8,26 5,28

ysis (shown in Table 1) suggest that intro-
ducing copper into the central ion position
causes differentiation of the bridging oxygen-
addenda atom bonds. Bond order of oxygen
atoms connecting triads increases (bond order
W−Ob−W equals 1,15) in result of decreas-
ing of bond orders within the triads (bond
order W−Oc−W equals 0,60). The charac-
ter of interactions between internal tetrahe-
dron and the rest of an Keggin anion also
changes. In the reference system PW, strong,
single bond P−Oa (bond order 1,14) and
weak interaction Oa−W (bond order 0,11)
can be observed. When Cu ion is introduced
into the position of the central ion, copper
ion does not interact with surrounding oxy-
gen atoms Oa, nevertheless, the bond order
of these oxygen atoms with the rest of the
ion (defined through Oa−W interaction) is
the highest from all of the investigated sys-
tems and equals 0,29. Influence of copper, in
the position of addenda atoms, on P−Oa and
W−O−W bonds presented in PWCu system
is negligible. At the same time, strong differ-
entiation of W−Ob, c−Cu bonds can be no-
ticed. The Wiberg bond indices suggests the
strong covalent W−Ob, c bond (bond order
equals 1,35 for W−Ob and 1,38 for W−Oc)
and weak interaction Ob, c−Cu (bond order
close to 0,45).

Total and partial density of states enables
additional analysis of active centers. Density
of states obtained from the theoretical calcu-
lations for the PW, CuW, PWCu systems re-
spectively, are shown in Fig. 2a – c. In the
reference system (PW) whole area of valence
band is dominated by the 2p-orbitals of bridg-
ing (Ob,c) oxygen atoms with small amount of

Figure 2: Total and atom density of states
spectra for a) PW12O3−

40 , b) CuW12O6−
40 , c)

PW11CuO5−
39 systems.

5d tungsten orbitals, in the central part of the
band. The contribution of central ion orbitals,
in the bands near the Fermi level, is negligi-
ble. On the other hand, the conduction band
exhibits metallic character and follows mainly
from 5d orbitals of addenda atoms (W) with
small amount of oxygen 2p-orbitals (mainly,
bridging Ob,c oxygen atoms). The change of
P for Cu atom in the position of central ion in
the CuW system results in emergence of addi-
tional peaks between valence and conduction
band. These peaks are dominated mainly by
3d Cu orbitals with addition of 2p-orbitals of
terminal, Oa, oxygen atoms. The character of
the main valence and conduction band stays
almost the same as the character of bands
in the reference PW system. Similar changes
(in the form of emergence of additional bands
consisting of Cu orbitals) can be observed in
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the density of states in PWCu system, where
Cu was introduced in the position of addenda
atom. The gap between the main part of va-
lence and conduction band (disregarding ad-
ditional peaks connected with cooper cation)
are almost identical in all studied systems and
equal 2,6.

Detailed analysis of frontier orbitals
(demonstrated in Table 2 as proportional
composition) shows that in PW system the
character of frontier orbitals agree with
the character of main part of valence and
conduction bands. HOMO orbital is dom-
inated by 2p-orbitals of bridging oxygen
atoms, while LUMO orbital consists of 5d
orbitals of tungsten atoms with the small
admixture of 2p-orbitals of bridging oxygen
atoms Ob,c. In the CuW system, where
copper takes the position of central ion, both
HOMO and LUMO orbitals (localized in
additional peaks, which appeared between
the valence and conduction band) consist of
Cu 3d-orbitals with addition of 2p-orbitals of
internal, Oa, oxygen atoms. Orbitals coming
from substituted copper ions appear also
as main components of frontier orbitals in
PWCu system, where copper substituted
one addenda atom. In that system, both
HOMO and LUMO orbitals are characterized
by copper orbitals with small admixture of
bridging Ob,c atoms.

The influence of Cu ion on the energy
of frontier orbitals is represented in the
last row in Table 1, where those energies
are presented. Energy values are calculated
for the solvent systems, where water was
used as a solvent (ε = 80). Values of col-
lected energies show that introducing Cu
into the system influences the energy of
HOMO orbitals, which increases in order:
PW(−6,89)< PWCu(−5,61)< CuW(−4,62).
Smaller changes can be observed in LUMO
energy orbital, which presents only slight de-
crease (0,10 – 0,25 eV) in systems modified
with Cu2+.

The results of calculations for modified
CuHPA show that changes in chemical com-
position lead to the changes in physicochem-
ical properties of the studied system. The re-

sults of population analysis for CuW show
that only properties of internal oxygen sites
that are bonded to the central ion and ad-
denda atoms depend on chemical character
of Cu2+ localized in position of the central
ion. The results of calculations for PWCu sys-
tem, where one addenda atom was substi-
tuted, show that chemical character of intro-
duced atom influences the nucleophilic char-
acter mostly of bridging oxygen atoms coor-
dinated with the introduced element. Spectra
of density of states indicates that, in all mod-
ified systems, the valence band close to the
Fermi level is dominated by orbitals of bridg-
ing oxygen centers, whereas the conduction
band follows mainly from the introduced ad-
denda metal. Introducing of Cu2+ ions into
Keggin anion results in new peaks between
the balance and conduction band that is char-
acterized by copper ion. The analysis of char-
acter of frontier orbitals and spectrum of den-
sity of states suggests that in CuHPA modi-
fied system the reduction process will occur
with participation of copper ion.
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We study the negatively charged exciton trion in stacked quantum dots by con-
figuration interaction method. We discuss the trion recombination spectrum in
external electric field (F ) and look for the effects of the valence band mixing lead-
ing to the antibonding hole ground-state formation in the quantum dot molecule.
We find that the antibonding hole ground-state produces a distinct modification of
the trion emission for strongly coupled dots inverting the intensities of recombi-
nation line in the principal avoided crossing appearing in the spectrum within the
range of low F . The exciton and trion emission spectra are distinctly different for
weak interdot tunnel coupling. The dissociation of the negative trion ground state
appears as a two-stage process with a characteristic shape of the recombination
line as observed experimentally.

Wave functions of valence band hole states
confined in quantum dots are of mainly heavy-
hole band-like nature in the low-energy part
of the spectrum. Although the light-hole band
contribution is weak, it is [1] crucial when con-
sidering double quantum dots, where it causes
hole ground state to be an antibonding one.
The purpose of the present paper is to de-
termine the impact of the antibonding hole
ground-state formation for the emission spec-
trum of the negatively charged exciton trion.
We investigate an extent to which the PL
spectra of the trion are affected by the an-
tibonding nature of the hole ground state.
We use the Luttinger-Kohn Hamiltonian (KL)
and generalize the study to excited states in
both the initial and the final states of the trion
recombination.

We consider below both neutral and singly
charged negative excitonic complexes. We use
the following Hamiltonian for the exciton con-
sisting of an electron in the conduction band
and a hole in the valence band

Ĥexc = ĤeI + Ĥh + Ĥ int
eh + ĤF

exc , (1)

where I is the identity matrix of the KL sub-
band space. For the negative trion formed by

two electrons and a hole the operator

Ĥtrion = Ĥe1I + Ĥe2I + Ĥh +

+Ĥ int
e1h + Ĥ int

e2h + Ĥ int
e1e2 + ĤF

trion (2)

is used, where Ĥe represents the one-particle
Hamiltonian for an electron. Ĥh stands for the
one-particle Hamiltonian of the hole. Ĥ int

αβ =
±I/εrαβ is the Coulomb interaction for a pair
of particles (α, β) (all formulae are written in
atomic units). ĤF

exc =e(zh−ze)F I and ĤF
trion =

e(zh−ze1−ze2)F I are the external electric field
Hamiltonians as the field is externally applied
along the z axis (F is the field strength) for
the exciton and trion, respectively.

We work in the effective mass approxima-
tion and envelope ansatz. The kinetic energy
of an electron in a non-degenerate conduction
band is given by T̂e =−∇2

e/2m
∗
e . The kinetic

energy for the hole in the valence band is cal-
culated using the axial approximation of the
4-band KL (Kohn-Luttinger) Hamiltonian [2]

accounting for the light and heavy hole bands
that are degenerate at the top of the valence
band.

We model the confinement potential of the
pair of vertically stacked InGaAs quantum
dots by a double rectangular quantum well
along the z axis. We take for simplicity an in-

33



Proceedings of the ISD Workshops W. J. Pasek

finite quantum well for the confinement in the
direction perpendicular to the growth direc-
tion. The dot is assumed circularly symmet-
ric. After adding the potential energy terms
Ûe and Ûh, the one-particle Hamiltonians are

Ĥα = T̂α + Ûα , (3)

where α ∈ {e,h}. In the variational basis for
the trion we use the single-electron eigenfunc-
tions in form

Ψe
j(~re) = exp (ilφ) Jl

(κklρ
R

)
Zn(z). (4)

Jl is a Bessel function of the first kind and
κkl is the k-th zero of that function. The hole
eigenfunctions are 4-component spinors with
total angular momentum defined and equal(
lh+ 3

2

)
~.

We compare the results of the KL mod-
eling including the heavy-light hole mixing
with the results obtained for separate bands
approximation. The calculations for separate
bands are performed for a diagonal Hamilto-
nian (T̂ d

h )1,1 =(T̂ d
h )4,4 = 1

2 (γ1 +γ2)(p̂2
⊥+ p̂2

z) +

V pot
h (~rh), (T̂ d

h )2,2 =(T̂ dh )3,3 = 1
2 (γ1 − γ2)(p̂2

⊥ +

p̂2
z) + V pot

h (~rh) (in the same base space as the
KL Hamiltonian), with corresponding eigen-
functions

ψHHk,l,n(~rh) = exp(ilφ)Jl

(κklρ
R

)
ZHHn (z) (5)

ψLHk,l,n(~rh) = exp(ilφ)Jl

(κklρ
R

)
ZLHn (z) (6)

that are used for construction of the trion ba-
sis.

In the calculations we assume dielectric
constant ε= 12,9 and all the other material
parameters were taken from the work of Vur-
gaftman et al. [3] using nonzero bowing pa-
rameters when appropriate. The dots that
were considered here are circular with radius
R = 10 nm. [1] The heights of the dots are
assumed 2,0 nm (bottom dot) and 2,1 nm
(top dot). In this paper the degenerated top
of GaAs valence band and the bottom of the
GaAs conduction band are assumed as refer-
ence energy levels, for the hole and the elec-
tron respectively.

In this work the radiative recombination
probability of interband excitonic transitions

is calculated using the envelope approxima-
tion to Fermi golden rule.

The energy spectra and recombination
probabilities of an asymmetric quantum dot
molecule (QDM) with strong tunnel coupling
(barrier width D = 4,1 nm) are shown on
Fig. 1. The results obtained with the KL
Hamiltonian — where the hole in the ground-
state occupies the antibonding orbital are
shown in Fig. 1a. The results with the diag-
onal Hamiltonian — where the hole ground
state is bonding — are displayed in Fig. 1b.
The width of the lines is set proportional to
the calculated recombination probability.

The considered final states correspond to
bonding and antibonding electron orbital
when the interdot tunnel coupling is present
(low F ) and to the lowest-energy states of the
electron localized in a single dot for the elec-
tric field strong enough to remove the tunnel
coupling.

For a schematic description of the particle
localization corresponding to the initial and
final states of the electron-hole recombination
table-like diagrams were added to Fig. 1. The
capital letter (E or H) indicates that charge
density of one particle is nearly completely
localized in a dot. The minuscule (e or h) in-
dicates that small part of charge density of
a particle penetrates to a dot as an effect of
tunneling coupling. The upper row stands for
the top dot and the lower one for the bottom
dot. An asterisk indicates angular (in-plane)
electron excitation.

In both Fig. 1a and Fig. 1b there are pro-
nounced anticrossings in the central part of
the figure between F =0 and F =20 kV/cm.
The anticrossing pattern near F = 0 is very
similar for both the exciton and the trion.
Individual spectra are shifted in energy and
electric field and have slightly different slopes
and intensities but have common characteris-
tic elements (minima, maxima and large an-
ticrossing patterns). The centra of these an-
ticrossings occur when the electric field com-
pensates for the asymmetry of the confine-
ment potential. In the present results the en-
ergy of the ground-state exciton recombina-
tion line is maximal for F ' 10 kV/cm. For
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Figure 1: Energy spectrum and recombination probabilities (marked as line width) for nega-
tive trion and exciton versus electric field intensity parallel to z axis. The case of asymmetric
dots with barrier width D= 4,1 nm. (a) for KL Hamiltonian; (b) for unmixed HH and LH
bands Hamiltonian. Light gray color indicates the exciton recombination, black is for trion
recombination to electron ground state, dark gray color — to first excited state. Particle
localization diagrams are described in text.

F = 0 the hole density is shifted toward the
larger dot in a larger extent than the elec-
tron. This is because the interdot tunnel cou-
pling (stronger for the electron) compensates
for the asymmetry of the potential. For F >0
the hole (electron) is shifted to the bottom
(top) dot, hence the maximum of the recom-
bination energy occurs at the positive side of
the origin.

For the recombination of the trion to the
electron ground-state (black line) a stronger
electric field is needed to align both electrons
with the hole than in the exciton case pro-
ducing the center of the avoided crossing. For
the other trion line (blue curve) a weaker field
is needed. For F = 0 the lowest-energy trion
(black curve) has the ground-state trion in the
initial state, while the lowest line with the ex-
cited electron in its final state has a highly ex-
cited initial trion state. The electron in the ex-
cited final state has a nearly odd parity wave
function which needs to agree in spatial sym-
metry with the initial trion state in order to
produce a non-zero recombination probabil-
ity.

For the KL Hamiltonian the lowest (second-
lowest) bright state of each kind has a min-
imum (maximum) of recombination proba-
bility near the resonance anticrossing about
10 − 20 kV/cm. For the separate-band ap-

proximation the intensities of recombination
lines are just opposite. The minimal recom-
bination probability from the ground state is
an effect of the antibonding hole ground state
character obtained when calculated using KL
Hamiltonian. The recombination probability
depends on the „overlap” of the electron and
hole wave functions. In the low-energy states
of strongly coupled dots the electron orbitals
have bonding character with zero angular mo-
mentum. For D=4,1 nm the dominant heavy
hole component in the ground-state have zero
spatial angular momentum but its wave func-
tion is nearly antisymmetric in the growth
direction. The light hole contributions corre-
spond then to non-zero spatial angular mo-
menta hence the small value of the „overlap”
for both the exciton and the trion g-nd state.

The case of asymmetric dots with weak tun-
nel coupling is shown in Fig. 2. The differ-
ences between the results of KL theory and
separate bands approximation is reduced to
a varied width of minor anticrossings in the
spectra. However one finds now a big differ-
ence in the form of recombination lines be-
tween the exciton and the trion lines. The ex-
citon line has only one major anticrossing re-
sulting from electron tunneling from the top
to the bottom dot. For F = 0 both the trion
and the final electron ground states are local-
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Figure 2: Same as Fig. 1 only for interdot barrier of 10,1 nm.

ized in the top dot (see black curve in Fig. 2).
The most remarkable feature of all the spec-
tra is the significant increase in „black” line
energy in the region near −25 kV/cm. As can
be seen on the diagrams this phenomenon is
connected with trion dissociation — one of
the electrons moves to bottom dot leaving
the other one and the hole in the top dot
(steep slope from −5 to −20 kV/cm). This
takes place simultaneously with the tunnel-
ing of the final electron to the bottom dot.
The energy of the „black” trion line for F ∈
(−25;−20) kV/cm (about −261 meV for KL
— see Fig. 2a) is nearly equal to the energy of
exciton line outside the main anticrossing (see
the light gray curve for F >−10 kV/cm, and
F <−40 kV/cm). This is because the disso-
ciated trion system (an electron-hole pair in
one dot and the second electron in the other
dot) is similar to exciton one. The small differ-
ence in energies is due to resultant marginal
interdot Coulomb interaction energy. As the
electric field intensity becomes more negative,
the second electron tunnels to the bottom dot
and the trion becomes completely torn. This
process manifests itself as another steep drop
of the recombination line that is accompa-
nied by vanishing recombination probability
due to the separation of the carriers. The PL
features of the ground-state trion recombina-
tion with respect to the exciton that are pre-
sented in Fig. 2 exactly reproduce the qualita-
tive features observed in the Fig. 1b of refer-
ence [6] (mind the inverted orientation of F ).
The „dark gray” trion line that is given in

Fig. 2 coincides with the exciton line at the
positive F and crosses the ground-state trion
line at the stage of the removal of the first
electron from the dot occupied by the hole.

In conclusion, we have found that inver-
sion of the hole ground-state chirality affects
mainly the recombination probabilities. The
effect makes the trion ground-state optically
inactive at F = 0 in favor of the first ex-
cited state. We demonstrated that the trion
PL spectrum is for strongly coupled dots very
similar to the exciton one. For weaker cou-
pling the trion spectra differ significantly from
the exciton spectra and the effects of the an-
tibonding hole ground-state are negligible.
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In this work we propose the construction of nanodevice performing spin rotations
of an electron confined in an electrostatic quantum dot without use of magnetic
field. Sinusoidally varying voltage applied in different phase to four gates, causes
that the electron moves along a two-dimensional closed path. The spin-orbit in-
teraction, present in the structure, induces spin rotations. For properly adjusted
ac signal duration, one can perform the logical NOT operation or the Hadamard
quantum gate on the electron spin. We perform a simulation of a time evolution
of the nanodevice.

Due to the long coherence time, the sin-
gle electron spin confined in an electrostatic
quantum dot may be used as a quantum bit
carrier. [1,2] Presently, a strong theoretical and
experimental research effort has been made
toward the implementation of quantum log-
ical operations on the electron spin. In first
nanodevices [3–6] constructed for this purpose
manipulation of electron spins required an
external microwave, which induces coherent
transitions (Rabi oscillations) between energy
levels split by magnetic field. Recently, elec-
tron spin manipulations are managed without
using a microwave. Spin rotations are medi-
ated by the spin-orbit interaction, [7,8] but the
authors do not avoid the use of an external
magnetic field.

In theoretical works [9–11] it has been shown
that to perform the operation on the elec-
tron spin without magnetic field, it is neces-
sary to force the electron to move on a two-
dimensional closed curve. In work [11] a con-
struction of such nanodevice was proposed
and simulation of time evolution accom-
plished. Spin rotations are performed by the
electron movement along the two-dimensional
closed path, which is determined by quan-
tum wires, induced under metal electrodes
placed on a surface of a semiconductor struc-
ture which contains a quantum well. [12] In
nanodevices proposed in work [11] the electron
passes only one round and must travel un-

der electrode a few µm distance. The electron
binding energy in the induced quantum wire is
relatively small (about 2 meV) so this method
is sensitive to disturbance and proposed nan-
odevices may be, with the current technology,
too difficult to construct.

In this letter we show that the spin ro-
tations without magnetic field can be also
performed in electrostatic quantum dots
whose structure and size are presently easy
to achieve, like these used in experimental
works. [3–8]

We propose a nanodevice based on a pla-
nar heterostructure AlGaAs/GaAs/AlGaAs,
which is similar to that considered in work. [12]
It contains a 15 nm wide quantum well sand-
wiched between two barriers each 40 nm
thick. The structure is separated from the
strongly doped substrate by an undoped
buffer layer 50 nm thick. Four metal gates
are deposited on top of the upper barrier.
Their layout and sizes used in computations
are shown in Fig. 1. A constant voltage V0 is
applied between the gates and the substrate.
The constant voltage is modulated by an si-
nusoidally varying voltage applied to each of
the four gates with phase π/2 between them:

Vj = V0 + V1 sin

(
ωt+

jπ

2

)
, (1)

where j labels the gate number, varying from
1 to 4. The voltages applied between the gates
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and the substrate form a confinement poten-
tial in GaAs layer, whose minimum moves
along a closed path in a plane parallel to the
heterostructure layers. As a result, the elec-
tron confined within is moving along the same
trajectory. The value of ω is arbitrary, how-
ever it must be small enough to preserve adi-
abaticity of the confinement potential varia-
tion.

The simulations assume the system of co-
ordinates with the y axis oriented parallelly
to the growth direction and the x and z axes
aligned in the plane of the quantum well. The
electron motion in the y direction is frozen
and free to move in the x and z directions
within the quantum well. We write its wave
function, taking into account the spin, as a
two-row column matrix (spinor):

Ψ(x, z, t) =

(
ϕ↑(x, z, t)
ϕ↓(x, z, t)

)
, (2)

where upwards (downwards) arrow describes
the amplitude of the eigenstate of the spin
oriented parallel (antiparallel) to the z axis.
The state function depends on two spatial co-
ordinates and time. The Hamiltonian for the
electron in this representation we write as a
square matrix

Ĥ =

(
Ĥ0 0

0 Ĥ0

)
+ ĤSO. (3)

The first term contains the electron kinetic
energy and the potential energy in the elec-
trostatic field:

Ĥ0(x, z, t)=− ~2

2m

(
∂2

∂x2
+
∂2

∂z2

)
−eφ(x, y0, z, t), (4)

where φ (x, y0, z, t) is the electrostatic poten-
tial in the quantum well with center in y0. The
potential comes from the voltages applied to
the gates and the charges induced on them.
The second term of the Hamiltonian (3) in-
troduces the spin-orbit coupling. We assume
for simplicity that due to the symmetry of
the the quantum well the Rashba spin-orbit
coupling term is negligibly small and only the

Figure 1: Gate configuration (grey color).
Dark grey solid lines show the electron tra-
jectory.

Dresselhaus term is present in the structure.
Then

ĤSO =
~kso

m
(p̂xσ̂x − p̂zσ̂z) , (5)

where σ̂x and σ̂z are the Pauli matrices, and
the characteristic wavevector kso depends on
the quantum well thickness d, electron band
mass m, and bulk coupling constant γ: kso =
m/~2 (π/d)

2
γ.

We perform a simulation of a time evolution
of the nanodevice. We solve iteratively the
time-dependent Schroedinger equation with
the Hamiltonian (3) for the single electron
confined in the nanostructure. The electro-
static potential φ (x, y0, z, t) in expression (4)
is evaluated in a three-dimensional region
containing the entire nanodevice by solving
the Poisson’s equation. Due to the alternat-
ing voltage applied to the gates and a mov-
ing electron wavepacket the potential must be
evaluated in every time step. In such a way,
changes in the confinement potential in the
quantum dot are taken into account. Details
of the method can be found in work. [12]

Fig. 1 shows proposed layout of the gates
deposited on the nanostructure. The electron
trajectories (shown in figure) are calculated
as the expectation value of the position vec-
tor components. Simulations were carried out
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Figure 2: The time evolution of the expec-
tation values of the Pauli matrices 〈σx〉, 〈σy〉
and 〈σz〉 for the A trajectory from Fig. 1 de-
noted by black, light grey and dark grey lines
respectively.

as follows. For the initial condition the ground
state wave function with the spin parallel to
the z axis was formed. For this purpose the
appropriate voltages, according to the expres-
sion (1) with the substitution t = 0, were
applied between the substrate and the elec-
trodes. To find the ground state wave func-
tion of the electron we use the imaginary time
evolution method, with simultaneous solving
Poisson’s equation in each iteration. Thus the
electron wave function and distribution of
the confinement potential at the ground state
is obtained. Then we launched iterations of
the time-dependent Schroedinger equation. In
the calculations we adopted GaAs material
parameters with the electron effective mass
m=0,067m0, the dielectric constant ε=12,5,
and the spin-orbit characteristic wave vec-
tor kso = 0,0013 nm−1, which corresponds to
quantum well thickness about 14 nm in GaAs.

The trajectory A has been evaluated for
the constant voltage component in (1) V0 =
−80,0 mV and the alternating voltage am-
plitude V1 = 16,0 mV. When the alternating
voltage amplitude V1 is small compared to the
constant component V0, we obtain trajecto-
ries resembling a circle.

The time evolution of the expectation val-
ues of the Pauli matrices 〈σx〉, 〈σy〉 and 〈σz〉 is
shown in Fig. 2 by black, light grey and dark
grey lines respectively. At the initial moment

the x and y spin components are equal to 0.
For the z component: 〈σz〉= 0,985 is slightly
smaller than 1. In the ground state the spin is
not well defined because of the spin-orbit in-
teraction. During each cycle of motion along
the trajectory a small value of 〈σy〉 emerges at
cost of 〈σz〉, then disappears and transforms
into 〈σx〉.

We can enlarge a size of the trajectory at
higher alternating amplitude. The trajectory
B from Fig. 1 is obtained for V0 =−80,0 mV
and V1 = 29,7 mV. Its shape is changed and
is approaching to a rectangle. The spin com-
ponents are shown in Fig. 3. Increases and re-
ductions of the spin components are arranged
in a characteristic stepped curves. After eight
cycles the z component of the spin completely
disappears and the spin is parallel to the x
axis — we obtain the Hadamard gate opera-
tion. After a further eight cycles 〈σx〉 is again
near zero and 〈σz〉 is close to −1. We ob-
tain the logical NOT gate operation. A num-
ber of required cycles depends on the trajec-
tory size and is controlled by a ratio between
the constant and alternating voltage compo-
nents applied to the gates. To obtain values
of 〈σx〉 (〈σz〉) at the final moments as close
to 1 (−1) for the Hadamard (NOT) gate, the
moment of zeroing of the corresponding com-
ponents 〈σz〉 (〈σx〉) and 〈σy〉 should be fit
together. The curves shown in Figs. 2 and 3
demonstrate that an increase of the alternat-
ing voltage amplitude enlarges the trajectory
and simultaneously shortens the gate time.

Figure 3: Same as Fig. 2, but for the B tra-
jectory from Fig. 1.
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The time can also be reduced by increasing
the frequency of the alternating voltage, but
not arbitrarily. The frequency increasing can
lead to loss of adiabaticity of the process. In
two presented simulations we assumed the fre-
quency ν=9,5 GHz.

In this letter we have proposed the de-
sign and simulated working of the nanodevice,
which can perform operations on the electron
spin without use of an external magnetic field.
The simulation was carried out by iterative
solving of the time-dependent Schroedinger
equation with the electrostatic confinement
potential calculated in every time step. For
the nanodevice dimensions corresponding to
these currently built we obtain the NOT op-
eration time about 2 ns.

This work has been supported by the Grant
number N N202 128337 from the Ministry
of Science and Higher Education. J. P. has
also been partly supported by the EU Human
Capital Operation Program, Polish Project
No. POKL.04.01.01-00-434/08-02.
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The particle statistics effect concerns X-rays diffraction on powder crystallite
samples. This effect is manifested by extra-appearing fluctuations of intensity of
diffracted beam due to finite number of diffracting grains of crystal. Because of
this reason, the uncertainty of measured number of registered photons per single
observation seems to be larger than well known „counting statistics” refers only
to uncorrelated Poisson fluctuations. The particle statistics effect could be used to
estimate specimen’s grains sizes also.

X-rays diffraction is an important analyti-
cal technique used in various areas of science.
For example, it allows the phase content of
powder specimen to be determined. In this
method, the reflection of X-rays occurs only
for a small fraction of crystallites of the pow-
der sample for which the Bragg condition is
met. The detector signal is a weighted sum
of the contributions of crystallites. They are
randomly oriented, so the number of „diffract-
ing” crystallites is finite. When the sample is
gradually inclined at a small angle ω or ϕ
(while the position of the X-ray source and
detector remains fixed) certain crystallites cut
out to reflect the X-rays, while others start to
diffract the radiation. This leads to variation
in the detected intensity of signal Ni (number
of registered photons per single observation)
as a function of the angles ω or ϕ. This effect
is called the „particle statistics” and it leads
to growing up the uncertainty of measured in-
tensity of diffracted beam.

The first theoretical investigation of parti-
cle statistics has been done by Aleksander [1]
and De Wollf, [2,3] and there was no many sig-
nificant works in this matter up to present.
Due to this theory one should estimate at first
the effective number of irradiated grains of
crystal Neff and then the number of diffract-
ing grains Ndiff (how many grains fulfill the
Bragg condition and diffract). This consider-
ation allows to write the formula which de-
scribe the relative standard deviation of in-

tensity of diffracted reflection like

σr =2R

√
πµ

3Shweffmhkl
d

3
2 , (1)

when d — average crystallites size, m — av-
erage linear absorption coefficient of the spec-
imen, S — irradiated area of sample, weff —
effective extension of the beam due to Soller
slit, h — the arithmetic mean of divergence
and receiving slit’s height, mhkl — multiplic-
ity factor of reflection under investigation and
R — distance source-goniometer axis and go-
niometer axis-receiving slit.

The successive measurements of intensity
are autocorrelated numbers because the same
crystallite contributes to the whole signal for
a few successive values of the angles. This
fact allows the statistical aspects of measured
data to be described with the mathematical
formalism of autocorrelated data, what have
been done first time in this work. Especially
the estimator of standard deviation Sa(x)
which was derived in assumption of non-zero
and positive correlation between numbers in
statistical sample was used. This formalism
was investigated by authors earlier. [4] The es-
timator Sa(x) used to calculate the relative
standard deviation of measured intensity of
diffracted beam has a following formula

Sa(x̄)=

√√√√√ n∑
i=1

(xi−x̄)
2

n (n̂eff−1)
,
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Figure 1: Comparison of nominal and real
size of grains. The line shows identity. Mea-
sured was done for synthetic diamond pow-
ders. Points mean the most probability size
of grain in sample.

n̂eff =
n

1+2
nc∑
k=1

(
1− k

n

)
rk

, (2)

when n̂eff — effective number of observation,
n— number of all elements of autocorrelation
function, r — following element of autocorre-
lation function and nc — truncation limit of
summing.

In X-rays diffraction the samples of syn-
thetic diamond were used. It was necessary
to check their real size of grains and compare
it to the nominal one. This experiment has
been done with the use of the laser grains
size analyzer. This technology uses the sin-
gle grain diffraction of laser beam to estimate
the grain size. The advantage of this method
is that one can see an all distribution of grains
sizes which are consisted in measured sam-
ple, on the contrary to other methods. The
grain size distribution function received by
this method could help us to calculate the vol-
ume weighted mean size of grains. As we can
see on Fig. 1 there is a good correspondence
between nominal and real sizes.

Figure 2: Two ways of observation the parti-
cle statistics effect in laboratory: rotating (a)
and rocking (b) the sample in diffractometer.

The diffraction experiment was made with
X’Pert-Pro, powder diffractometer in Brag-
Brentano geometry. There were two ways of
measuring data to observe the powder statis-
tic effect. At first the sample was gradually
inclined at a small angle ω (in few degrees)
while the position of the X-ray source and de-
tector was fixed. In the second way the sample
was rotating around the vertical axis z (ϕ an-
gle was changing). Both measurements were
done for (111) reflection, because of its high
relative intensity, to maximally eliminate the
calculate statistics effect.

The comparison of results of those two
methods is shown in Fig. 3 and in Table 1. It
is convenient to compare the relative standard
deviation, because the magnitude of absolute
variations depends on crystallites size and it
makes this quantity difficult to show.

This work contains some new elements in
investigation of particle statistics effect. At
first, real grains sizes were verified with the
use of new method which had never earlier
been applied in works concerning this matter.
At second, there were compared two meth-
ods of observation the particle statistics ef-
fect, which had been proposed in literature
(first time it was done on modern diffractome-
ter). Except of minimal differences in results,
we can say, that there is no disparity between
those methods (in uncertainty of measuring
limit). At third, there was a pioneer use of au-

Table 1: The relative standard deviations received for few samples with different grains sizes
and calculated with Sa(x) estimator.

Grains size 10 µm 50 µm 60 µm 230 µm

Sa(x)relative for scan ω 0,10 0,28 0,41 0,52
Sa(x)relative for scan ϕ 0,09 0,24 0,43 0,51
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Figure 3: Intensity of selected
Bragg reflection of synthetic di-
amond as a function of the incli-
nation angle ω and ϕ. Horizontal
lines show relative standard devi-
ation calculated with Sa(x) esti-
mator. Solid line and horizontal
solid line mean experiment with
rocking sample (scan ω). Points
and horizontal dashed line mean
experiment with rotating sample
(scan ϕ). The range of ω is ±2◦

and 360◦ for ϕ angle.

tocorrelated statistical formalism to describe
the appearing of the particles statistic effect.
It could be done, because the following values
of the function of beam intensity due to an-
gle ω (or ϕ), are non-zero and positive mode
correlated.
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The main goal of this work was to include the crystallographic deformation model
of polycrystalline material to the Finite Elements Method (FEM) with. The LW
model was selected to be coupled with FEM, and therefore the FEM+LW calcu-
lation tool was obtained. In order to check this software, the uniaxial tensile test
along x3 direction was simulated and applied to the initial material with a random
texture. The FEM+LW model enables the study of heterogeneous deformation pro-
cess taking into account its crystallographic nature. The FEM+LW software can
be used to simulate other deformation processes with complex geometry, like deep
drawing, extrusion or stamping.

The implementation of a crystallographic
model into FEM code is an important is-
sue for the description of anisotropic be-
havior of metals during industrial process-
ing. LW crystallographic model [1] was se-
lected, because it is quick and relatively sim-
ple in its formulation. It was implemented
into ABAQUS/Explicit FEM code using sub-
routine VUMAT [2] and, consequently, the
FEM+LW model was created .

A representative polycrystalline model
sample, with appropriate number of grains,
is attached to each Gauss integration point.
Calculation in ABAQUS are carried out in-
crementally. The complete macroscopic solu-
tion is obtained by dividing the deformation
process into thousands of smaller increments.
The calculation sequence in VUMAT subrou-
tine (where LW model is implemented), in
each Gauss point progresses as follows:

• at the beginning of each calculation step
the ABAQUS program transfers to the
VUMAT procedure a total strain incre-
ment ∆Ei,j to be attained in this step
(it is calculated basing on a stress state
from the end of the preceding step and is
called ΣOld

i,j in the present step),

• LW model performs the imposed de-

formation ∆Ei,j and calculates a new
resulting stress state, ΣNew

i,j , which is
transferred to ABAQUS (it will become
ΣOld
i,j at the beginning of the next step).

The logical scheme of these operations is
shown in Fig. 1.

Let us summarize. The input parameters
for VUMAT subroutine (with LW model in-
cluded) are:

• ΣOld
i,j — stress old (stress state from

the end of the previous ABAQUS incre-
ment),

• ∆Ei,j — strain increment tensor,

• state variables – external variables de-
fined by the user (in our case they
are: lattice orientations of grains, crit-
ical shear stresses, τc, for all slip sys-
tems in all grains, grain deformations,
etc.). After a calculation step performed
by VUMAT we have to return the new
stress value, ΣNew

i,j , and new state vari-
ables (new lattice orientations, new crit-
ical shear stresses for slip, new grain de-
formations, etc.). The ABAQUS incre-
ments are repeated until the final defor-
mation of the material is attained.
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Figure 1: Scheme of interaction of LW model (included in VUMAT subroutine) with
ABAQUS program.

In order to check the correctness of the
FEM+LW model the tensile deformation of
α-brass with random initial texture was con-
sidered (Fig. 2). The deformation of 40% was
imposed along x3 axis. One FEM element was
used, which contained a polycrystalline sam-
ple of 500 grains with random initial lattice
orientations. An important check of correct
FEM calculations (in explicit version) is a low
value of kinetic energy compared with inter-
nal energy (the kinetic energy should not ex-
ceed typically 10% of the internal energy dur-
ing the process [2]). Our result confirms a very
good proportion: the internal energy is about
106 times higher than the kinetic one (Fig. 3).

The tensile fcc textures predicted by
FEM+LW algorithm and solely by LW model
are compared with experimental texture for
α-brass in Fig. 4. We observe a good agree-
ment: two principal components of experi-
mental textures, i.e., <111> and <100> fiber

Figure 2: Geometry of uniaxial tensile test.

orientations, appear in the LW and FEM+LW
predicted textures.

The main conclusions are:

• the calculation tool basing on FEM and
taking into account the crystallographic
nature of polycrystaline materials was
created (FEM+LW model),

• the correctness of the FEM+LW model
was checked considering the example of
uniaxial deformation test; one FEM ele-
ment was used and it contained a poly-
crystalline sample with 500 grains,

• the created calculation tool can be used
to study deformation processes with
more complicated geometries. [3]

Figure 3: Variation of internal and kinetic
energy vs. calculation time (proportional to
deformation). The total simulation time was
0,5 s.
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Figure 4: Experimental and predicted tensile textures of α-brass: (a) experimental tensile
test texture of α-brass, (b) tensile texture predicted by LW model only, (c) tensile texture
predicted by FEM+LW model.
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The Hartree-Fock approximation combined with the Bardeen-Cooper-Schrieffer
(BCS) method is applied for the degenerate band Hubbard model to analyze the
coexistence of spin-triplet superconductivity with ferromagnetism and antiferro-
magnetism. In the presented approach the Hund’s rule exchange term is responsi-
ble for both pairing mechanism and magnetic ordering. The proper phase diagrams
are presented and the influence of the intersite hybridization on the stability of
considered phases is discussed. Additionally, the calculated temperature depen-
dences of superconducting gaps and magnetic moment are shown.

It is believed that Sr2RuO4, [1] UGe2, [2],
and URhGe [3] are the candidates for the spin-
triplet superconductors. The last two are par-
ticularly interesting as the paired state ap-
pears inside the ferromagnetic phase. It has
been suggested by a proper qualitative analy-
sis [4–6] that the intra-atomic Hund’s rule can
lead to the coexisting superconducting and
magnetically ordered phases. In this letter we
further discuss the idea of real-space spin-
triplet pairing in the regime of weakly cor-
related particles and include both inter-band
hybridization and corresponding Coulomb in-
teractions. We think that this relatively sim-
ple approach is relevant to the mentioned at
the beginning ferromagnetic superconductors
because of the following reasons. Even though
the effective exchange (Weiss-type) field acts
only on the spin degrees of freedom, it is
important in determining the second criti-
cal field of ferromagnetic superconductor in
the so-called Pauli limit, [7–9] as the orbital
effects in the Cooper-pair breaking process
are then negligible. The appearance of a sta-
ble coexistent ferromagnetic-superconducting
phase means, that either Pauli limiting situa-
tion critical field has not been reached in the
case of spin-singlet pairing or else, the pairing
has the spin-triplet nature, without the com-
ponent with spin Sz = 0, and then the Pauli
limit is not operative.

We begin with the extended orbitally de-
generate Hubbard Hamiltonian which has the
following form

Ĥ =
∑

ij(i6=j)ll′σ

tll
′

ij a
†
ilσajl′σ + U

∑
il

n̂il↑n̂il↓

+ (U ′ + J)
∑
i

n̂i1n̂i2

− J
∑

ill′(l 6=l′)

(
Ŝil· Ŝil′ +

3

4
n̂iln̂il′

)
,

(1)

where l=1,2 label the orbitals. The first term
describes electron hopping between atomic
sites i and j. For l 6= l′ this term corresponds
to inter-site, inter-orbital hybridization. Next
two terms describe the Coulomb repulsion be-
tween electrons on the same atomic site. As
one can see the third term contains the con-
tribution that originates from the exchange
interaction (J). The last term expresses the
(Hund’s rule) ferromagnetic exchange and is
going to be regarded as responsible for the
spin-triplet pairing mechanism. It can be ex-
pressed in terms of the spin-triplet pairing op-
erators

Â†i,m ≡


a†i1↑a

†
i2↑ m = 1,

a†i1↓a
†
i2↓ m = −1,

1√
2
(a†i1↑a

†
i2↓ + a†i1↓a

†
i2↑) m = 0.

(2)

49



Proceedings of the ISD Workshops M. Zegrodnik

The results presented here have been car-
ried out for the case of square lattice with
nonzero hopping t between nearest neighbors
only. As we are considering the doubly de-
generate band model, we make a simplifying
assumption that the hybridization matrix el-
ement εk12 = βhεk, where βh ∈ [0,1] is the
parameter, which specifies the hybridization
strength. After applying the Hartree-Fock ap-
proximation to (1) and performing the trans-
formation to the reciprocal space, one gets the
following mean-field parameters in the result-
ing Hamiltonian

∆±1 ≡ −
(J − U ′)
WN

∑
k

〈Âk,±1〉,

∆0 ≡ −
(J − U ′)√

2WN

∑
k

〈Âk,0〉,
(3)

Szl ≡
1

2N

∑
k

(
〈n̂kl↑〉 − 〈n̂kl↓〉

)
, (4)

where N is the number of atomic sites and
W is the bare band width. The ∆m parame-
ters have the interpretation of spin-triplet su-
perconducting gaps, while Szl is the expecta-
tion value of the magnetic moment per site,
per band. Because the considered bands are
equivalent the magnetic moment fulfills the
relation Sz1 =Sz2 ≡Sz. Mean field parameters
(3) and (4) are used to define the following
phases

• normal state (NS): ∆±1 =0, Sz=0,

• pure superconducting phase type A (A):
∆±1≡∆ 6= 0, Sz=0,

• pure saturated ferromagnetic phase
(SFM): ∆±1 =0, Sz=Szmax 6= 0,

• pure nonsaturated ferromagnetic phase
(FM): ∆±1 =0, 0<Sz<Szmax,

• saturated ferromagnetic phase coexis-
tent with superconductivity of type A1
(A1+SFM):
∆1 6= 0, ∆−1 =0, Sz=Szmax 6= 0,

• nonsaturated ferromagnetic phase coex-
istent with superconductivity of type A1
(A1+FM):
∆1 6= 0, ∆−1 =0, 0<Sz<Szmax.

One could also consider the so called super-
conducting phase of type B for which ∆0 =
∆±1 6= 0. However this phase never coexists
with magnetic ordering. Moreover in the ab-
sence of magnetic ordering the A phase has
always lower free energy than the B phase.
Therefore the superconducting B phase is ab-
sent in the following discussion.

In the case of antiferromagnetic ordering
one has to divide the system into two inter-
penetrating sublattices A and B. The aver-
age staggered magnetic moment of electrons
on each of the N/2 sublattice A sites is equal,
〈Szi 〉 = 〈SzA〉, whereas on the remaining N/2
sublattice B sites we have 〈Szi 〉 = 〈SzB〉 ≡
−〈SzA〉. Following this division one has to in-
troduce the sublattice gap parameters ∆±1A

and ∆±1B which are defined analogically as
(3) but with regard to each of the sublattices
separately. The sublattice gap parameters ful-
fill the relations

∆+1A = ∆−1B ≡ ∆+ ,

∆−1A = ∆+1B ≡ ∆− .
(5)

The considered here antiferromagnetically or-
dered phases are defined as follows

• pure antiferromagnetic phase (AF):
∆±1A(B) =0, Szs 6= 0,

• coexistent superconducting and antifer-
romagnetic phase (SC+AF): ∆±1A(B) 6=
0, Szs 6= 0,

where the Szs is the so-called staggered mag-
netic moment. By using the Bogolubov-
Nambu-de Gennes scheme one can diagonal-
ize the Hartree-Fock Hamiltonian and con-
struct the set of self consistent equations for
all the mean field parameters and chemical
potential. For given values of the microscopic
parameters U , U ′, J , βh, n, the set of self-
consistent equations has several solutions that
correspond to different phases. The free en-
ergy can be evaluated for each of the solutions
and the one that corresponds to the lowest
free energy is regarded as the stable phase.

The numerical calculations have been car-
ried out for U ′=U−2J , which is usual for 3d
electrons. For U ′>J the interorbital Coulomb
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repulsion suppresses the pairing mechanism,
so the necessary condition for the spin-triplet
paired phases to appear in our model is U <
3J . It represents a rather stringent condition
as usually for 3d metals we have U ∼ 3J .
This may explain why only in few compounds
the coexistent superconducting and ferromag-
netic phase has been indeed observed.

Figure 1: Phase diagrams in (n, J) space for
kBT/W = 10−4; βh = 0,0 (a) and βh = 0,11
(b).

In Fig. 1 we present the phase diagrams in
(n, J) space for two different values of the βh

parameter. It can be seen that they contain
regions of stability of pure spin-triplet super-
conducting phase as well as superconducting
phase coexisting with either ferromagnetism
or antiferromagnetism. The appearance of the
AF state for half filling (n = 2) corresponds
to the fact that the bare Fermi-surface topol-
ogy has a rectangular structure with Q=(π, π)
nesting. The symmetry of the phase diagrams
with respect to half-filled band situation is a
manifestation of the particle-hole symmetry,
since the bare density of states is symmetric

with respect to the middle point of the band.
One can see from the presented diagrams that
the influence of hybridization is significant
quantitatively when it comes to the supercon-
ducting phase A, as for βh =0,11 the region of
stability of this phase has disappeared com-
pletely from the diagram mainly in favor of
the NS phase. Moreover due to hybridization
the region of stability of the A1+SFM phase
narrows down in favor of the A1+FM phase.
Antiferromagnetically ordered phase is not af-
fected much by the rise of the βh parameter.
The diagram in (n, T ) space (Fig. 2) shows
how the critical temperature corresponding to
A and SC+AF phases depends on the band
filling.

The temperature dependences of the gap
parameters and staggered magnetic moment
in the SC+AF phase for selected values of
n and J are shown in Fig. 3. It is clearly
seen from the plots that while the tempera-
ture is being raised the system undergoes two
phase transitions. The first one is the transi-
tion from SC+AF to AF, when the supercon-
ducting gaps ∆+ and ∆− close in the critical
temperature TS. The second one is the transi-
tion from AF to NS, when the staggered struc-
ture of the system is destroyed in the Néel
temperature TN. With the increase of the hy-
bridization strength the critical temperature
TS decreases slightly, while the Néel temper-
ature increases. The transition temperature
ratio TN/TS ≈ 10. In Fig. 4 we show similar
plots but for the case of superconductivity co-
existing with ferromagnetism. Analogously as
in the case of SC+AF, the system undergoes
two phase transitions. The influence of hy-

Figure 2: Phase diagrams in (n, T ) space for
J=0,175; βh =0,0 (a) and βh =0,11 (b).
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Figure 3: The temperature dependences of
superconducting gaps (a) and magnetic mo-
ment (b) corresponding to the SC+AF phase
for n=1,9; J=0,175.

bridization on the temperature dependences
is also similar as in the case of SC+AF phase.
This time the transition temperature ratio
TC/TS≈5.

Figure 4: The temperature dependences of
the superconducting gap and magnetic mo-
ment corresponding to A1+FM phase for n=
1,0; J=0,31625.

In this letter we have carried out the
Hartree-Fock analysis of the hybridized de-
generate band Hubbard model with both
spin-triplet pairing and magnetism induced
by the Hund’s rule. We have determined the
regions of stability of the pure paired phase
as well as paired phase coexisting with mag-
netic ordering. We have discussed the effect of
hybridization which reduces significantly the
stability regime of the A phase as well as de-
creases the critical temperature of all the su-

perconducting phases considered. The influ-
ence of hybridization on the region of stability
of SC+AF phase is not significant. It should
be mentioned that the easiness with which
the superconducting phase is accommodated
within the antiferromagnetic phase is the re-
sult of the fact that the SC gaps have a in-
traatomic origin and the corresponding spins
have then the tendency to be parallel. There-
fore the spins do not disturb largely the stag-
gered structure, which is of interatomic char-
acter.
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Analysis of the electronic structure of Mg2Si compound obtained from the fully
self-consistent Korringa-Kohn-Rostoker method with the coherent potential ap-
proximation (KKR-CPA) is presented, focusing on its thermoelectric properties.
We also consider Mn dopant for which Mg lattice site was found to be preferred
from the formation energy calculation. Mn impurity in Mg2Si exhibits a strong
polarisation of DOS resulting in large magnetic moment c.a. 4 µB, which suggests
a magnetic semiconducting-like state as an energy gap is preserved at the Fermi
level. A type of charge conduction upon Mn doping is discussed detecting the
EF position with respect to conduction/valence band. Furthermore, thermopower
was estimated from the simplified Mott’s formula and the rigid band model was
employed to mimic doping.

The phenomena in solids in which tem-
perature gradient ~∇T is converted into
electric voltage U (or electric current if the
circuit is closed) is called Seebeck effect
~E=S~∇T and its magnitude is expressed by
the Seebeck coefficient S (thermopower),
which is characteristic for a material and
depends on temperature. [1] The efficiency of
thermoelectric phenomena is usually defined
by the figure of merit:

Z =
S2σ

κ
, (1)

where S is the Seebeck coefficient, σ is an
electrical conductivity and κ is a thermal con-
ductivity. [2] The Z factor (in K−1) is usually
multiplied by temperature T to obtain dimen-
sionless value that allows to easily compare
different thermoelectric materials. The more
efficient thermoelectric material is, the higher
ZT possesses, therefore it should exhibit both
high thermopower and electrical conductivity,
while thermal conductivity should be as low
as possible. Because of competition among
those properties, balance must be achieved
which strongly limits the effectiveness of ther-
moelectric effects.

Quantum electrodynamics calculations
based on Density Functional Theory (DFT)

equations belong to well-established theo-
retical tools that permit investigations of
electronic structure of crystals. One of the
DFT technique, namely Korringa-Kohn-
Rostoker method (KKR), was applied to
study electronic structure and selected phys-
ical properties of Mg2Si compound. On the
whole, DFT based calculations offer many
possibilities in condensed matter physics as
for example total energy of a compound to
analyse its formation energy (see below) in
the ground state [3] (T=0 K) and to investi-
gate its crystal stability. Electronic structure
itself contains important information respon-
sible for electronic transport properties such
as electron’s velocity and life-time or energy
gap. Besides, electronic densities of states
(DOS) are useful to estimate thermopower
of investigated compound. In the case of
investigations of magnetism, spin-polarised
calculations allowed to study local magnetic
moments on individual crystallographic sites
as well as total magnetic moment per unit
cell, assuming magnetic structure type.

Mg2Si is the lighter member of Mg2X (X
= Si, Ge, Sn) compounds, a promising fam-
ily of thermoelectric materials due to low vol-
ume density and non toxic element contain-
ment. [4] Their optimal working temperature

53



Proceedings of the ISD Workshops P. Zwoleński

range is expected from 500 to 900 K. [2] X is
IV A group element in the periodic table of el-
ements and it was observed that semiconduct-
ing properties decrease with increasing atomic
number (Mg2Pb is a metal). Mg2X materials
form crystals of anti-fluoride structure that
belongs to Fm3̄m space group (no. 225). X
atoms occupy face centred cubic lattice (4a,
Wyckoff’s positions) and Mg atoms are lo-
cated in tetrahedral holes (8c). Experimental
crystal structure data was used to perform ab
initio calculations. Alloying and doping allow
to beneficially modify properties of these com-
pounds. Hence, one should focus on search-
ing suitable dopants (n- or p-type) and alloy
compositions that may increase thermoelec-
trical effectiveness. However, we should also
bear in mind that many dopants may appear
unstable just after chemical synthesis or may
also decompose after annealing. However in
principle thermodynamic phenomena are not
accounted for the formation energy analysis.

Electronic structure of ordered Mg2Si com-
pound was computed using the KKR method
based on the Green function Multiple Scat-
tering Theory. [5,6] Chemical disorder (alloy-
ing or doping) modifies translational sym-
metry of crystals and generally introduces
randomness to the lattice sites. In order to
recover crystal symmetry the coherent po-
tential approximation (CPA) was incorpo-
rated to the KKR method allowing to com-
pute electronic structure in disordered sys-
tems. The crystal potential of the muffin tin
form was constructed using the local den-
sity approximation (LDA), with von Barth
and Hedin parametrization for the exchange
correlation part. Experimental values of lat-
tice constants [4] were applied in calculations.
Fig. 1 presents calculated spin-polarised elec-
tronic DOS of Mg2Si0,99Mn0,01. We see that
there is an energy gap in the vicinity of EF.
Doping with Mn shifts the Fermi level into the
valence band therefore the Mn impurity (on
the Si site) behaves as p-type dopant. The
computed energy differences between energy
bands at standard high-symmetry points in
the first Brillouin Zone of fcc Mg2X are col-
lected in the Table 1.

As mentioned already, electronic DOS
n(E) contains useful information on ther-
mopower of investigated compound. Indeed,
the Seebeck coefficient that depends on DOS
can be obtained from the simplified Mott’s
formula: [7]

S(T )

T
= −π

2

3

k2
B

e

[
d lnn

dE

]
E=EF

, (2)

where kB is the Boltzmann constant, e> 0 is
electrical charge. This formula is valid under
assumption that mobility of electrical charge
carriers is constant. Hereafter, such approach
allows only to determine linear term of ther-
mopower (generally, S(T ) = AT + BT 3 +
. . . ). The Figs. 2 and 3 show estimated ther-
mopower of Mg2Si assuming that bands are
not affected by electronic states of dopant
(rigid band approximation). It is valid when
the crystal potential of impurity is close to
that of substituted element (e.g. Sb and Sn).

Dopants have an influence on crystal stabil-
ity of doped product that could be character-

Figure 1: Calculated spin-polarized DOS of
Mg1,99Mn0,01Si. Top graph is for spin-up elec-
trons, bottom one for spin-down electrons.

54



Proceedings of the ISD Workshops P. Zwoleński

Table 1: Lattice constants a and calculated energy gaps Eg of Mg2X compounds.

Compound a [Å] Eg(X − Γ ) [eV] Eg(K − Γ ) [eV] Eg(X − L) [eV]
Mg2Si 6,3380 0,16 0,71 0,80
Mg2Ge 6,3849 0,18 0,77 0,85
Mg2Sn 6,7650 — 0,34 0,57

ized by formation energy Eform. Two substitu-
tions are considered: dopant can be located on
Mg or Si site, accounting for possible chem-
ical reaction of magnesium silicide synthesis
from elements

2Mg + Si = Mg2Si

defines formation energy of this compound

EMg2Si
form = E(Mg2Si)− 2E(Mg)− E(Si).

Chemical potentials for magnesium and sili-
con have limited variation range:

µ(Mg) ≤ E(Mg), µ(Si) ≤ E(Si),

2µ(Mg) + µ(Si) = E(Mg2Si).

Each E in the aforementioned equations rep-
resents total energy of crystal (bulk) systems
(i.e. fcc Si, hcp Mg and Mg2Si) as calculated
from the KKR-CPA computations. This leads
to two border cases, which bounds the possi-
ble ranges of Mg and Si chemical potential
variation: [3]

Mg-rich limit :

µ(Mg) = E(Mg),

µ(Si) = E(Mg2Si)− 2E(Mg).

Si-rich limit :

µ(Si) = E(Si),

µ(Mg) = 0,5(E(Mg2Si)− E(Si)) .

Two possible locations of dopant in Mg2Si
are assumed — on Mg or Si lattice, e.g. for
manganese:

(2−x)Mg + Si + xMn = Mg2−xMnxSi,

and

2Mg + (1−x)Si + xMn = Mg2Si1−xMnx.

Formation energy for these reactions is de-
fined as follows:

EMg
form = E(Mg2−xMnxSi)− (2−x)µ(Mg)

−µ(Si)− xE(Mn),

ESi
form = E(Mg2Si1−xMnx)− 2µ(Mg)

−(1−x)µ(Si)− xE(Mn).

Negative sign of formation energy in prin-
ciple imply stability of doped compound,
but in finite temperatures it is required to
take lattice vibrations into account (neglected
here). [8] Formation energy can be helpful in
dopant site preference determination in the
ground state. Impurity locates on the site
where formation energy of system is lower
than on the other site in both limits. Mg-site
is preferred in the case of 1% dilution of Mn
in Mg2Si in the ground state.

Negative formation energy in principle
leads to compound stability in the ground
state. At temperatures above (T = 0 K), it
is demanded to take into account crystal lat-
tice vibrations, through entropy factor, which
is difficult to obtain in disordered systems.
However the lattice vibrations in (T > 0 K)
will stabilize structure, at least for some con-

Figure 2: Calculated thermopower of n-type
Mg2Si compound as a function of concentra-
tion of donated electrons.
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Figure 3: Calculated thermopower of p-type
Mg2Si compound as a function of concentra-
tion of holes from acceptor dopant.

centrations x. It is important to mention that
determination of the site preference is very
sensitive to dopant crystallographic structure
type and require very accurate total energy
calculations with very high convergence, up
to 5 decimal places.

The research on the magnetic dopants of
magnesium silicide at this stage is only theo-
retical. To our knowledge, there was no exper-
iments conducted to verify magnetic proper-
ties of manganese doped Mg2Si. The 1% tran-
sition metal Mn impurity, diluted in Mg2Si
exhibit a large spin-polarization of d-states.
Magnetic behaviour is rather diluted mag-
netic semiconducting than half-metallic fer-
romagnetic. Calculated magnetic moments of
Mn-doped Mg2Si are 3,9 µB/f.u. on the Mg-
site and 3,3 µB/f.u. on the Si-site. The case
of Mn on the Mg-site is interesting from the
point of view of thermoelectric power en-
hancement (low DOS for spin-up electrons
and high DOS value change at once favours
large Seebeck coefficient according to the
Mott’s formula). At higher concentrations the
Fermi level crosses valence and conduction
bands for both spin orientations of electrons.
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ture calculations. This work was supported
by the EU Human Capital Operation Pro-
gram, Polish Project No. POKL.04.01.01-00-
434/08-02.
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The nitrous oxide (N2O), both ozone-depleting and powerful greenhouse gas, has
been gaining attention of scientists and policy makers for some years now. New
gas analysers based on laser spectrometry have only recently been introduced to
measure atmospheric concentrations of N2O. However, their wider usage in trace
gas monitoring is hampered by their high costs. Therefore, a majority of high-
quality measurements of atmospheric N2O mixing ratios is still performed using
gas chromatography (GC) technique. This is especially true for the monitoring
networks conducting quasi-continuous measurements of N2O.

Nowadays, nitrous oxide (N2O) is the third
most important greenhouse gas and the first
most important ozone-depleting substance in
the Earth’s atmosphere. The global warming
potential (GWP) of N2O calculated over 100-
year time interval is approximately 310 times
larger than that of carbon dioxide. [1] Al-
though the ozone-depleting potential (ODP)
of this gas is equal only ca. 0,017 of that calcu-
lated for CFC-11, the overall impact of N2O
on the ozone layer is two times higher than
that of CFC-11. [2] For the past 150 years the
atmospheric concentrations of N2O had been
steadily increasing, with growing and still not
fully understood impact on the environment.

The ice-core data demonstrate that atmo-
spheric concentrations of nitrous oxide oscil-
lated between 200 ppb during glacial periods
and 270 ppb during interglacials. [3] During
the last four thousand years, the N2O mix-
ing ratios fluctuated around 270 ppb, which
means that the sources and sinks of this gas
were approximately in balance. Since mid of
the XIX century the atmospheric concentra-
tions of N2O started to rise, reaching ca 324
ppb in 2011. [4] The rate of this growth was
not constant; it increased from ca. 0,15 ppb
yr−1 between 1900 and 1955, to the value of
approximately 1.0 ppb yr−1 during the pe-
riod 2005 – 2011. [4] This growing presence of

N2O in the atmosphere is attributed to hu-
man activity.

Nitrous oxide emissions are reported, along
with other greenhouse gases, in the framework
of Kyoto Protocol (of which Poland is an An-
nex I party). Currently, there is a lack of high-
quality information about variability of N2O
in the atmosphere over Central Europe across
diverse spatial and temporal scales, as well as
about typical levels of emissions of this gas
from natural ecosystems and anthropogenic
sources in the region.

In order to quantify both atmospheric loads
and fluxes of N2O, an ability to measure its
mixing ratios with a high precision has to
be established. Here we present the modifica-
tion of an Agilent 6890N GC system equipped
with a µ-ECD (Electron Capture Detector)
that allows the user to measure the N2O con-
centrations at relatively high precision.

In conventional analysis with the use of µ-
ECD, the air is flushed through the analyti-
cal column and passes on to the detector. Due
to the physicochemical attributes of the col-
umn filling (HaysepQ, 80/100 mesh in the de-
scribed system), O2 molecules have the low-
est retention times, while N2O follows closely
behind. However, the detector is still influ-
enced by the oxygen molecules, which results
in a N2O peak being generated on a downward
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Figure 1: Layout of the „front-flush” GC system. Positions: A (left) — sampling, B (right)
— injection.

slope of the O2 peak on a chromatogram. By
allowing the preceding O2 peak to be vented
before it enters the detector after the 10-port
valve is switched to B position (see Fig. 1), the
internal stability of the µ-ECD is maintained
which assures better linearity of the detector
and better stability of the instrument thus en-
suring better overall precision of the analysis.

To test the performance of the GC system
after the modifications, a large volume air
sample (ca. 50 litres in aluminium cylinder)
was repeatedly analysed (around 60 times).
The air sample chosen for the test contained
known concentrations of N2O (350,5 ppb).

The concentration of N2O in the analysed
sample was calculated using the following for-
mula:

cmeasured(i)=
2cknownAi

[Ai−1+Ai+1]
, (1)

where: cmeasured(i) is the ith measured value,
cknown is the assigned N2O mixing ratio of of
the analysed large-volume sample, Ai is the
chromatograph peak area of the ith measure-
ment.

Fig. 2 presents the deviation of individual
measurements from the mean value, as well
as their distribution. For further analysis, we

Figure 2: Results of the repeatability test. Left: results from the air tank measurements.
Right: distribution of the results.
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assume that there is no significant correlation
between individual measurements. Based on
a Shapiro-Wilk statistical test for normality
of the distribution (W =0,984, p=0,562), we
assume that the distribution of the measured
values is normal. Thus, we can use the stan-
dard deviation of the distribution as an esti-
mator of the single measurement uncertainty,
which yields 0,20 ppb. This value is very close
to the precision reported for more sophis-
ticated analytical systems used currently in
monitoring of atmospheric N2O mixing ra-
tios. [5]

Fig. 2 also shows that variations of indi-
vidual measurements are larger during the
daytime hours, which could indicate a feed-
back loop between the external measurement
conditions such as temperature in the labora-
tory, power supply, etc., generally more sta-
ble during the night hours, and the measure-
ment performance. A detailed study of the
reasons behind apparent deterioration of mea-
surement precision during daytime may lead
to improvement of the overall performance of
the analytical system and further reduction of
the standard uncertainty, possibly even below
0,1 ppb.

One of main disadvantages of the front-
flush mode is the long analysis time. Configu-
ration of the inlet system forces all the gases
with the retention times longer than O2 to be
flushed through the detector. In some cases,
e.g. when analysing samples of soil gases, rel-
atively large amounts of substances with high
affinity to the column filling material generate
late peaks that need to be flushed before the
next analysis can be performed. In worst case
this could last above 1 hour. However, typi-
cal duration of single analysis of atmospheric
samples is in the order of 15 minutes.

Summarizing, the front-flush mode pro-
vides the opportunity to measure ambient
concentrations of nitrous oxide with the pre-
cision recommended for state-of-the-art mon-
itoring of greenhouse gas, without significant
investments in the analytical infrastructure.
The obtained precision (0,2 ppb) is only 2
times lower than that reported for the state-
of-the-art laser spectrometers and compara-
ble with more sophisticated GC systems. The
front-flush mode applied to measurements
of atmospheric N2O mixing ratios may be
particularly useful at those monitoring sites
where high measurement frequency is not cru-
cial.
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1 P. Forster, V. Ramaswamy, P. Artaxo, Cli-
mate Change 2007: The Physical Science
Basis. Contribution of Working Group I to
the Fourth Assessment Report of the In-
tergovermental Panel on Climate Change
(Cambridge University Press, Cambridge
and New York, 2007).

2 A. R. Ravishankara, J. S. Daniel,
R. W. Portmann, Science 326, 123
(2009).

3 J. Flückiger, T. Blunier, B. Stauffer,
J. Chappellaz, R. Spahni, K. Kawa-
mura, J. Schwander, T. F. Stocker,
D. Dahl-Jensen, Global Biogeochem. Cy.
18, GB1020 (2004),

4 NOAA Earth Systems Research
Laboratory, Nitrous Oxide Com-
bined Data Set website (2012),
http://www.esrl.noaa.gov/gmd/hats/
combined/N2O.html.

5 A. T. Vermeulen, A. Hensen, M. E. Popa,
W. C. M. van den Bulk, P. A. C. Jonge-
jan, Atmos. Meas. Tech. Discuss. 3, 4169
(2010).

61



Proceedings of the ISD Workshops M. Gałkowski

62



Proceedings of the ISD Workshops W. Gieszczyk
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High-sensitive thermoluminescent (TL) detectors, LiF:Mg,Cu,P (MCP-N), have
been investigated, with respect to their high-temperature emission, observed after
doses up to hundreds of kGy. Emission spectra and TL glow curves were measured
up to 550◦C. Two ranges of emission were distinguished and denoted as the main
(220 – 450 nm) and the long wavelength (450 – 800 nm) emission. The long
wavelength emission was observed at the doses of 4 kGy and higher, indicating
that such an amount of energy, deposited in the detector volume, makes additional
recombination centers active. At the „B” peak temperature range (above 400◦C)
an average wavelength of emitted light was identical, as for the main TL glow
peak, at low doses. It seems that high-dose, high-temperature emission of MCP-
N occurs along the same recombination path, as the emission below 1 kGy. We
suggested, that appearance of the „B” peak may be an effect of some clustering
processes induced by the high density of radiation creating all kinds of defects.
Then, the high-temperature emission from MCP-N may result from disintegration
of such clusters, accompanied by the cascade detrapping processes.

LiF-based thermoluminescent detectors
(TLDs), LiF:Mg,Cu,P (MCP-N), are widely
used in the dosimetry of ionizing radiation.
Their main advantages are small dimensions
(typically 4,5 x 0,9 mm) combined with
tissue equivalent composition (Zeff = 8,4).
This high-sensitive material can be used to
measure doses of ionizing radiation from
micrograys up to the saturation of response,
which occurs around 1 kGy. Over this dose
range the response of MCP-N does not ex-
hibit supralinearity and the shape of the main
dosimetric peak, located around 220◦C (at
β= 2◦C s−1), remains practically unchanged
(see Fig. 1). Also the previous measurements
of MCP-N emission spectra [1] showed that
the spectrum does not undergo any changes,
up to the saturation level, showing a narrow
peak with a maximum around 360 nm.
Recently it was found that, using MCP-N
TL detectors, doses even higher than 1 MGy
can be evaluated, when relevant procedures
are applied. [2]

High-temperature structure of the MCP-N
TL glow curves was many times described

after irradiations with very high doses of γ-
rays, [2,3] thermal neutrons, [4] protons, [5] and
electrons. [6] These works indicate, that the
shape of the glow curve of MCP-N TL de-
tectors, after irradiation above 1 kGy, under-
goes a complete alteration (see Fig. 1). De-
crease of the amplitude of the main dosimetric
peak is observed, with simultaneous growth
of the peaks located between 250 – 400◦C,

Figure 1: Non-normalized TL glow curves of
LiF:Mg,Cu,P TL detectors, irradiated with
Co-60 γ-rays doses of 0,5; 1; 10; 200 and
1000 kGy.
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Figure 2: Contour plots of LiF:Mg,Cu,P emission spectra after irradiation with Co-60 γ-rays
doses of 1 kGy (left panel) and 284 kGy (right panel). Corresponding TL glow curves obtained
by summation over a whole wavelength range are also presented. Dotted lines indicate the
level of 300 nm.

which are not visible below 1 kGy. This
high-temperature structure undergoes fur-
ther alterations after doses of 50 kGy and
higher, when a new peak, at temperatures
exceeding 400◦C, becomes visible. This high-
temperature TL glow peak was denoted as the
„B” peak. [2] The mechanism of its formation
remains still not explained. Moreover, previ-
ous papers [7] gave the evidence, that the be-
havior of this new TL peak, with increasing
doses, is inconsistent to existing simple mod-
els of TL phenomenon. [8,9]

To get better understanding of the pro-
cesses creating the high-temperature struc-
ture of the MCP-N TL glow curves, the
measurements of high-dose, high-temperature
emission spectra were performed. Detectors
were irradiated with Co-60 γ-rays doses up
to 284 kGy, at the Delft University of Tech-
nology, Delft, the Netherlands. The wave-
length resolved readouts were performed us-
ing Ocean Optics QE65000 spectrometer
combined with the Riso TL/OSL-DA-15A/B
manual TLD reader, with a temperature
resolution of 5◦C. Heating was realized up
to 550◦C, at the constant heating rate,
β = 2◦C s−1. The TL emission spectra were
recorded in a range of 220 – 800 nm. All
measured spectra have been numerically cor-
rected to the system response. For the authors
knowledge, the present work constitutes the
first attempt to determine the TL emission

spectra of MCP-N TL detectors at the high
temperature range.

Fig. 2 presents some examples of the con-
tour plots of MCP-N emission spectra, mea-
sured for doses of 1 and 284 kGy. Correspond-
ing TL glow curves, obtained by summation
over the whole wavelength range, are also pre-
sented. Two ranges of emission can easily be
distinguished, one, denoted as the main (short
wavelength) emission and the second one, de-
noted as the long wavelength emission, rang-
ing from 220 to 450 nm and from 450 to
800 nm, respectively. It is clearly visible that
for the lowest doses only the short wavelength
emission is present. Its maximum, for the dose
of 1 kGy, is located around 350 nm and no
significant changes are observed in this re-
gion with increasing dose. Only a slight shift
of the whole spectrum occurs, about 10 –
20 nm towards shorter wavelength, similarly
as described by Harris and Jackson, 1970 [10]
and Fairchild et al., 1978 [11] for LiF:Mg,Ti.
The long wavelength emission appears after
doses of 4 kGy and higher, analogously as
measured by Mandowska et al. [1] These re-
sults show that not all, available recombi-
nation centers, are always active. Some of
them become activated on exposure to high
density of ionizing radiation. Appearance of
this additional emission band, with a maxi-
mum around 560 nm, is associated with the
growth of the high-temperature TL peaks

64



Proceedings of the ISD Workshops W. Gieszczyk

Figure 3: Deconvolution into single gaussian
shape bands, performed in the energy domain,
for the spectrum measured at the dose of
64 kGy.
on the TL glow-curve. All recorded data in-
dicate that positions of the maxima of the
high-temperature TL peaks correspond to the
maximum of the long wavelength emission.

Deconvolution into single gaussian shape
bands, performed in the energy domain,
shows the following structure. The main emis-
sion consists of two components, located
around 350 and 385 nm. [12,13] At lower doses
both bands are markedly visible. At higher
doses the band of 350 nm becomes domi-
nant. The long wavelength emission can be
fitted with at least two bands, located around
530 and 630 nm, but more complex struc-
tures are also possible. In the intermediate
dose range intensities of the long wavelength
bands are comparable. At higher doses the
band of 630 nm is dominant. Gaussian de-
convolution performed for the spectrum mea-
sured at the dose of 64 kGy is presented in
the Fig. 3. Parameters of the fitted bands re-
main in a general agreement with previous
measurements. [1]

Interesting behavior was observed at the
temperature range of the „B” peak. In the
Fig. 4, TL glow curves (full symbols) and
data showing an average wavelength of the TL
light (open symbols), emitted at given tem-
peratures, are compared. The typical wave-
length range of emission of MCP-N, for doses
below 1 kGy, is 300 – 500 nm, with maxi-
mum around 360 nm (see Fig. 4(left panel)).
The sharp growth of this curve, for tem-
peratures above 350◦C, visible also for the

dose of 284 kGy (Fig. 4(right panel)), is just
a high-temperature background. For doses
>100 kGy, at low temperatures, the long
wavelength emission is dominant in the MCP-
N emission spectrum. It shifts the average
wavelength of emitted light towards longer
wavelengths (see Fig. 4(right panel). It is re-
markable that at the temperature range of the
„B” peak, an average wavelength of emitted
light is practically the same, as for the main
dosimetric peak, at low doses. It seems that
the high-dose, high-temperature emission of
MCP-N occurs along the same recombination
path, as the emission below 1 kGy. A small
difference results from different contributions
of the long wavelength emission to the to-
tal spectrum, in case of the dose of 1 kGy
and doses above 100 kGy. As a main result
of this work we consider finding that the „B”
peak’s light emission is nearly the same as the
main dosimetric peak’s, at low doses. How-
ever, the process that shifts the high-dose,
low-temperature emission of MCP-N towards
longer wavelengths remains not explained.

In summary, the high-temperature emission
spectra of MCP-N TL detectors, irradiated
with doses up to hundreds of kGy, were mea-
sured up to 550◦C. For doses exceeding 4 kGy
a new, relatively weak, long wavelength emis-
sion was observed. Appearance of this addi-
tional emission indicates that some other re-
combination centers become active. The main
emission band can be fitted with two gaus-
sian shape peaks, located around 350 and 385
nm. At higher doses the first one is domi-
nant. The long wavelength emission, located
around 530 and 630 nm, was only observed at
higher temperatures (T >250◦C). Positions of
the fitted bands do not change with increas-
ing dose. Results of deconvolution remain in
a general agreement with previous measure-
ments. [1] At the temperature range of the „B”
peak, an average wavelength of the emitted
TL light is practically the same, as for the
main dosimetric peak, at low doses, what sug-
gests that high-dose, high-temperature emis-
sion of MCP-N occurs along the same recom-
bination path as the emission below the sat-
uration level.
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Figure 4: Comparison of the TL glow curves with data presenting an average wavelength of
the TL light, emitted at given temperatures, for the doses of 1 kGy (left panel) and 284 kGy
(right panel).

For an explanation of the observed changes
in the glow curves and emission spectra one
needs more knowledge about the nature of the
trapping and recombination centers, which
cannot be derived from the present data. The
observations described in this paper suggest,
that during the irradiation with doses above
1 kGy both new trappings and recombina-
tion centers are involved. It is speculated that
some clustering processes will taken place. [14]
The high temperature TL peak „B” may be
then the result of disintegration of these clus-
ters, accompanied by the cascade detrapping.
Enlarging of the clusters with increasing dose
may explain the shift of the „B” peak posi-
tion towards higher temperatures, because in
such a case the greater amount of the energy
is needed to disintegrate them. However, the
recombination of the detrapped charge pro-
ducing the „B” peak takes place at an already
existing luminescent centers, since its wave-
length is the same as for the emission of the
main peak.

Work performed within the strategic re-
search project „Technologies supporting the
development of safe nuclear power” fi-
nanced by the National Centre for Re-
search and Development (NCBiR). Research
Task „Research and development of tech-
niques for the controlled thermonuclear
fusion”, Contract No. SP/J/2/143234/11.
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Design, development and test of a method of sampling and measurement of
krypton-85 and capturing of radioxenons are described. Sampling at ambient tem-
perature on a charcoal trap and its results in gamma ray spectrometry measure-
ments is discussed. The first capturing efficiency at the level of ca 5% was achieved
and is going to be improved further.

Radioisotopes of krypton and xenon are
short-living radionuclides and do not occur
in nature. [1] They are released to the envi-
ronment first of all by normally operated nu-
clear power plant or during nuclear tests. Be-
sides, they also appear in increased amounts
near sites of manufacturing spent nuclear fuel
and radiopharmaceutical industry (for exam-
ple 133Xe or 81mKr being used in lungs diag-
nostic). These noble gases are emitted to the
atmosphere even in cases of underground nu-
clear explosions, when other radioactive sub-
stances may not be released over the ground.

Because of this monitoring of short-living
radioisotopes of xenon in the atmospheric air
is a good system for detecting undeclared
nuclear activities (including conducting nu-
clear weapon tests) against the Comprehen-
sive Test Ban Treaty (CTBT). Therefore, the
CTBT Organization (CTBTO) in 1999 has
formed an informal group of experts, the de-
velopers of radioactive xenon measurement
systems. The group was named International
Noble Gas Experiment (INGE) and it objec-
tives were to develop and test systems of de-
tecting radioactive isotopes of xenon. All four
of presented systems meet the requirements
and have been approved for commercial pro-
duction.

Krypton was omitted in this part of In-
ternational Monitoring System (IMS) which
aims in detecting undeclared nuclear activi-
ties all over the world using stations measur-
ing radionuclides of noble gases. It is because
of its relatively long half-life of its most im-
portant isotope, Kr-85 (10,7 years); already

existing background of Kr-85 in the atmo-
sphere is too large to detect small differences
in its level. Krypton-85 is simply still accu-
mulated in the air. Other radioisotopes of
krypton are too short-living for being used in
qualitative measurements; their half-times are
shorter than 5 h so they cannot be detect at
large distances from the source.

Regarding planned development of polish
nuclear industry (i.e. building first nuclear
power plants) it is very required to measure
continuously the level of radioactive noble
gases in the atmospheric air.

Created sampling system consists of 3 main
parts. The first stage is a commercially avail-
able automatic dust sampling station, HVS-
30 (produced by polish manufacturer), used
for forcing the air movement, removing dust
particles and measuring the flow rate and to-
tal volume of air transferred. The minimum
flow rate is 25 m3 h−1 and this value is used in
this project as the lowest possible. Gas outlet
and further hosing diameter is 5 cm. The sec-
ond stage is own design and construct water
vapor remover. Made of plexiglass hollow tube
with the inner diameter of 14 cm and length
of 40 cm with two also acrylic covers with in-
let and outlet of the air it contains ca. 5 dm3

of granulated absorber (silica gel). Steel nets
at both ends prevents the dryer from spilling.

The last, third stage is for absorb noble
gases, krypton and xenon. When maintaining
continuous capture and measurement in front
of gamma detector it is aluminum Marinelli
beaker filled with ca. 700 cm3 of activated
carbon. When capturing in the low tempera-
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Table 1: Physical properties of Kr-85 and selected radioisotopes of xenon. T is half-life;
X — energies and (intensities) of emitted quantum of Roentgen radiation; g — energies and
(intensities) of emitted quantum of gamma radiation; b— energies and (intensities) of emitted
beta radiation; IC — energies and (intensities) of emitted electrons of internal conversion.

Nuclide 85Kr 131mXe 133Xe 133mXe 135Xe

T 10,7 y 11,9 d 5,24 d 2,19 d 9,1 h

X 13 keV 30,4 keV 31,6 keV 30,4 keV 31,6 keV
(54 %) (48,9 %) (56,3 %) (5, 2 %)

g 514 keV 164 keV 81 keV 233 keV 250 keV
(0,43 %) (2 %) (37 %) (10 %) (90 %)

b 687 keV — 346 keV — 910 keV
(99,57 %) (100 %) (100 %)

IC — 129 keV 45 keV 199 keV 214 keV
(61 %) (54 %) (63 %) (5,7 %)

ture own constructed system is used; four alu-
minium tubes of ca 2,5 cm diameter with ac-
tivated carbon with steel nets covers are sub-
merged in liquid nitrogen. Because of the flow
attenuation they are connected 2 in series and
these two series parallel. After collecting sam-
ple the carbon can be broadcast into a con-
tainer of known geometry for use in gamma
detection.

Measurements are performed with HPGe
detector with beryllium window which pro-
vides the lower limit of gamma ray energy
detection of ca. 30 keV. For detection of
krypton-85 it is used directly (514 keV gamma
line) and for xenon it will work in a tandem
with a scintillation detector in a coincidence
mode using coincidence beta-gamma lines of
each isotope of xenon.

After sampling for over 24 hours, which cor-
responds to 600 m3 of air pumped through
the silica gel dryer and activated charcoal
trap, several gamma-ray measurements were
performed. Better results in gamma spec-
tra were achieved when measuring silica gel
rather than activated charcoal, therefore se-
ries of time-delayed spectra was gained for the
dryer. 514 keV line was analyzed by mathe-
matical deconvolution of Gaussian peaks: an-
nihilation line 511 keV and line of interest.

Results are presented on Fig. 1. The lower
values of the second and next measurements
than the first one may be explained by par-
tial desorption of absorbed krypton. Assum-
ing actual concentration of activity of this ra-
dionuclide in the air as 1 mBq m−3 [2] the ef-
ficiency of absorption may be estimated, it is
5% (ratio of activity of Kr-85 absorbed to the
total activity of this radionuclide in pumped
air). These results are insufficient, especially
regarding small ratio of areas of Kr-85 peak
at 514 keV and background peak at 511 keV.

Next tests will include use of liquid nitrogen
for cooling the trap to increase the amount of
noble gases absorbed in the activated char-
coal and thus improve the determination of
its activity concentration in the atmospheric
air.

Figure 1: Time dependence of activity of Kr-
85 absorbed in silica gel trap.
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The paper is a discussion about numerical modeling problems related to the geo-
logical structure of the National Radioactive Wastes Landfill area in Różan (90 km
from Warsaw — NE), which is the Ph. D. „Study on the geological materials sorp-
tion of long-lived radioactive isotopes Tc-99, Sr-90, Cs-137 in model systems with
the use of short-lived isotopes, Tc-95m, Sr-85, Cs-134” case study. Conceptual,
mathematical and numerical models has been discussed here for the study geolog-
ical structure.

The National Radioactive Wastes Land-
fill in Różan is located in the vicinity of
arable land and grassland, about 800 meters
west of the Narew river. Geologically Różan
is located on an extensive geomorphological
form called glacial Krzyżew plateau. Krzyżew
plateau consists mainly sands of water-gacial
accumulation rising to a height of about 115 –
120 meters above the sea level. On the basis
of the material collected during the geological
work, from two cores 7 and 8 m deep, made
in the vicinity of KSOP, it was found a Pleis-
tocene cover separates into 3 basic types of
layers. These layers can be distinguished in
terms of the structural features and deposi-
tion mechanism into:
• fine, light yellow sand, yellow-rust sand,

water-glacial;
• fine light yellow sand mixed with gravel,

gravel, water-glacial;
• boulder clay, sandy rust colored,

glacial. [1]
Based on study area geomorphological struc-
ture a conceptual model has been outlined.
It covers an area of 780 meters from the Na-
tional Radioactive Wastes Landfill in Różan
to the Narew River bed and from 0 to 32 m be-
low the surface (approximate Narew river bed
depth). The modeled area has been divided
into layers according to the range of different
geological deposits, adequate for the present
geological layers in the taken cores. Since the

purpose of the model is to determine the rate
of migration of contaminants from the sur-
face to the water table, constructed model
is two-dimensional. Initial condition for the
system is the lack of any contamination in
the model. Then, contamination will appear
pointwise in the model surface layer, and will
be subjected to diffusion in each direction ac-
cording to the gravity and the concentration
difference. The most important information
resulting from the model calculations is the
depth and rate of contamination infiltration
throughout successive geological deposits. Be-
cause of that model was divided into a grid of
50×78 size, where the first two vertical me-
ters are reproduced with an accuracy of 0,1 m,
and then every 1 m up to 32 m below the sur-
face, while in the horizontal direction nodes
are present every 10 m. The grid density is
one of the accuracy conditions, but also af-
fects the computation time, that is why it is
necessary to compromise between these two
aspects of the model. From the mathemati-
cal point of view studied processes can be de-
scribed by two equations: the transportation
Eq. (1) and Darcy’s law (2).

∂C

∂t
−∇·(D∇C)+

+∇·(~aC)+S=0 , (1)
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Figure 1: Hydrological cross-section. Perzanowo-Smolniki [2] (edited by M. Miecznik).

−K
µ
∇ (P − ρ~g~y) = ~a . (2)

The transportation equation says that the
concentration change in time is due to
the substances diffusion, advection and the
sources presence (S). Darcy’s equation says
that the advection velocity comes from the
pressure difference. Advection velocity calcu-
lated from Darcy’s law can be used in the
transportation equation. Constants appear-
ing in the Darcy’s equation are permeabil-
ity K, the kinetic viscosity of the fluid µ
and gravitational acceleration ~g. In the trans-
portation equation, there is one constant, dif-

fusion constant, which includes information
about sorption properties of the system. Since
the searched information in the model is the
spread of the contamination throughout the
whole modeled area, the edges of the model
are not imposed by any fixed boundary con-
ditions (Dirichlet-type boundary conditions),
but there have been used Neumann bound-
ary conditions allowing for the contamination
inflow and outflow.

The advantage of the numerical solution
of partial differential and ordinary differen-
tial equations systems over algebraic meth-
ods is the fact that it is always possible. On
the other hand, a numerical solution is an
approximate solution, possible after previous
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discretization of the research area, and the re-
sult is obtained for each grid node. As was
mentioned above, the denser grid the more
accurate computing solution, but the longer
computing time. For a limited class of prob-
lems, there are analytical solutions possible,
and even if this requires the number of as-
sumptions adoption, it is very valuable to do
such calculations for verification the numeri-
cal method. There are three groups of meth-
ods used for the numerical solution of differ-
ential equations:
• finite differences method,
• finite element method,
• finite volume method.

To solve the problem presented in the in-
troduction the simplest of these methods has
been used, the finite differences method. It in-
volves the conversion of differential equations
into difference equations, which means repla-
ceing the differential operations by subtrac-
tion operations. The main advantage of this
method is its simplicity and its main draw-
back is a limit to the geometry of the area
resulting from the discretization. In the op-
posite to the two other mentioned methods
rectangular or rectangles are required in 2D or
3D case respectively in discretized area. Since
the modeled area is not complicated in terms
of geometry, finite difference method is suffi-
cient to describe the studied phenomena. An-
other factor beside the grid density affecting
the accuracy of the calculation is the approxi-
mate precision and resulting from it the trun-
cation error. The easiest way to demonstrate
the problem is to expand in a Taylor series the
function value in the environment of a given
point. The truncation error is the smaller, the
more factors will be taken into account in the
Taylor expansion. A reasonable compromise
between accuracy and computation time is
necessary here. The inaccuracy of the calcula-
tions can also be minimized by the conditions
imposed to the model, i.e. the calculation loop
is interrupted only when the differential value
of the function at the point in the current
and the previous step is not greater than that
from the condition. Another problem that has
to be discussed during the numerical model

construction is the choice of the calculation
scheme and the calculations stability associ-
ated with it. In general it can be distinguish
between the explicit and the implicit calcula-
tion schemes. In the case of explicit scheme,
function value at a given point in time k+1 is
calculated for the spatial derivative from the
value at this point and the neighboring points
in time k. In the case of implicit scheme func-
tion value at a given point in time k+ 1 is
calculated in the case of the spatial deriva-
tive from the value at neighboring points in
time k+1, which requires solving the system
of equations. The explicit scheme is computa-
tionally simpler method, however, to ensure
the stability of the method the stability con-
dition have to be assumed, for example, in
the case of parabolic problems: two times the
time step must be less than or equal to the
square of the spatial step. The stability of
the numerical solution means here, computa-
tional error does not increase in subsequent
time steps. In the case of calculations that are
the research subject the implicit scheme was
used. It should be noted also that there is a
unconditionally stable Crank-Nicholson pat-
tern that require more complex calculations,
however, in the case of the study does not
improve the calculation results. Furthermore,
in addition to the stability there are associ-
ated concepts of convergence and coherence
for each finite difference scheme. The conver-
gence refers to whether the solution obtained
by a particular method coincides with the ex-
act solution, and compliance tells whether the
difference operator well represents the exact
differential operator. [3]

The model constructed for the pollution
transport calculation issues in the area of
about 30 m below the surface to 800 m long in
the neighborhood of the National Radioactive
Waste Landfill in Różan is based on the trans-
portation equation and Darcy’s equation. In
the model the area geometry was incorpo-
rated (lowering of the land surface accord-
ing to the Narew riverbed approach) and the
presence of different geological layers identi-
fied on the basis of geological cores taken. The
Neumann boundary conditions were used in
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the model. The calculation method used to
solve the Ph. D. thesis problems is the finite
difference method with implicit calculation
scheme. It is planned to calibrate the model
with the data obtained after completion the
laboratory experiment. The other, still unre-
solved issue of discussed model is the calcu-
lations time length. Calculating the one sec-
ond of the model currently takes more than
20 seconds. To solve this problem it is nec-
essary to optimized the computing code for
example by using an iterative methods rather
than analytical solving the system of equa-
tions resulting from the use of implicit compu-
tational scheme, better use of multi-core com-
puter by entering the corresponding function
in the computing code, and other minor im-
provements.

? ? ?
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The aim of the project is to develop a system able to measure cumulatively the
dose received by a patient undergoing proton radiotherapy at the Institute of Nu-
clear Physics of the Polish Academy of Sciences (IFJ PAN) in Krakow. This
system will serve as an element of the Quality Assurance (QA) procedure of pro-
ton radiotherapy. The radiation detector is based on L-α-alanine in which stable
radiation-induced free radicals are produced and can be measured using electron
paramagnetic resonance (EPR) over the dose range 1 – 103 Gy. EPR readout
of the exposed alanine dosimeter does not destroy its signal, therefore the dose
received by the patient in successive radiotherapy sessions (fractions) can be ac-
cumulated in the same detector and documented for QA purposes. The chemical
composition of alanine is inherently tissue-equivalent with respect to gamma-ray
and proton irradiation. Properties have been initially verified of some commer-
cially available alanine detectors exposed to Co-60 gamma-rays and proton beams
over a range of proton energies, namely: dose range, linearity, sensitivity-relative
to Co-60, dose-rate effects, signal stability and repeatability of readout. These
commercially available alanine detectors will now be tested more systematically.
We are also investigating techniques of in-house manufacture of such detectors.
The developed cumulative dosimetry system based on alanine detectors will serve
in routine QA dosimetry of patients undergoing proton radiotherapy at the IFJ
PAN.

At the Henryk Niewodniczański Institute of
Nuclear Physics of the Polish Academy of Sci-
ences (IFJ PAN) in Krakow a proton radio-
therapy facility has been developed to treat
ocular melanoma patients. So far, 15 patients
of the Clinic of Ophthalmology and Ophthal-
mological Oncology of the University Hospital
in Kraków have been treated. A beam of 60
MeV protons of ca. 28 mm range in water is
accelerated by the AIC-144 cyclotron at IFJ
PAN. [1] A new 230 MeV IBA Proteus C-235
cyclotron, where the proton ranges in water
exceed 200 mm, has recently been installed at
the IFJ PAN. Following the installation and
commissioning of a rotating gantry and a pen-
cil beam scanning system, after 2015 this new
facility will be able to treat all sites in cancer
patients.

Novel dosimetry systems able to accurately
measure proton beam doses applied in clini-
cal proton radiotherapy are being investigated
at IFJ PAN. Free-radical alanine dosimetry
has been introduced some 40 years ago as
a cheap and reliable method for dose estima-
tion in many industrial and medical applica-
tions. [2,3] Due to linearity of its dose response
over a dose range of at least 5 – 500 Gy, cov-
ering therapeutic doses delivered to cancer
patients, alanine dosimetry may be applied
in Quality Assurance (QA) of proton radio-
therapy. In a typical ocular radiotherapy pro-
cedure, the patient receives a total dose to
the tumour of 60 Gy, delivered in a sequence
of four 15 Gy exposure sessions (fractions).
For other sites, the typical cumulated dose is
about 60 Gy, delivered in up to thirty 2-Gy
fractions.
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In the crystalline structure of the L-α-
alanine amino acid (CH3–CH(NH2)–COOH),
ionizing radiation generates a variety of free
radicals. [4] The dominant stable free radi-
cal is formed by deamination of L-α-alanine
(CH3–•CH–COOH). The number of stable
free radicals can be measured via electron
paramagnetic resonance (EPR) using a sensi-
tive EPR spectrometer, such as the X-band
Bruker ESP 300 EPR spectrometer avail-
able at IFJ PAN. The alanine EPR spec-
trum has a rather complex structure con-
sisting of five lines (Fig. 1). Under suitable
measurement conditions the concentration of
radiation-produced free radicals rises linearly
with dose deposited in the alanine detector.
According to ISO International Standard WD
15566 [5] the amplitude of the central line
(Fig. 1) represents the concentration of free
radicals and the signal (response) of the ala-
nine dosimeter.

Figure 1: The EPR spectrum of irradiated
alanine. The amplitude of the central line (A)
— the detector signal — is a measure of dose
absorbed in the alanine detector.

Alanine dosimeters consist of pure alanine
powder mixed with a suitable binder and are
available commercially in the form of pellets,
rods or foils. Binders are typically cellulose,
paraffin, silicone, polyethylene, polystyrene or
polyvidone (or other polymers), which do not
show any EPR signal over the alanine sig-
nal range and protect the hygroscopic alanine
powder against ambient humidity. Alanine de-
tectors tested so far at IFJ PAN were rods of

4,9 mm diameter and 10,5 mm height (con-
taining 95% alanine and 5% of polyethylene,
by weight, produced by A. Wieser), pellets
of 4,8 mm diameter and 3,0 [mm] thickness
(96% alanine and 4% polyethylene, produced
by Gamma Service), and 250 µm thick foils of
4,9 mm diameter (30% alanine, 70% polyethy-
lene [6]). The sensitivity of the alanine detec-
tor depends on its alanine concentration. Due
to their low alanine content, alanine foils show
a distinct signal only above c. 150 Gy, how-
ever their low thickness makes them suitable
for measurements of relative effectiveness in
proton beams (see below). Tests of rod and
pellet alanine detectors showed them to have
sufficient sensitivity for purposes of radiother-
apy.

While, as shown in Fig. 1, the EPR spec-
trum values are given in arbitrary units, in
principle alanine may also be used as an ab-
solute dosimeter. In practice, a reference cal-
ibration curve is obtained by exposing the
detector to a range of doses well-determined
by ionization chamber dosimetry. In Fig. 2
calibration curves are shown of the rod ala-
nine detectors exposed to Co-60 gamma-rays
and to 60 MeV protons, over the dose range
1 – 70 Gy. Within the uncertainty of regres-
sion fits, both calibration curves overlap, indi-
cating that in these conditions the efficiency
of alanine after 60 MeV proton irradiation,
relative to that after Co-60 gamma-rays is 1,0.
The examined dose range (1 – 70 Gy) covers
the range of doses applied in proton radio-
therapy.

The relative effectiveness of alanine is de-
fined as the ratio of amplitudes of the EPR
signal after exposure to a dose of the tested
radiation, and after exposure to the same
dose of reference radiation (typically, Co-60
gamma-rays). Measurements of relative effec-
tiveness, e.g. after proton irradiations, are
usually carried out using thin detectors, so
that the proton energy is well defined over the
detector volume. The relative effectiveness of
alanine after proton irradiation which is 1,0
for 60 MeV protons (see above and Fig. 2)
is known to decrease as the proton energy de-
creases. [7] Results of measurements of relative
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Figure 2: Measured and least-square-fitted calibration curves of rod-type alanine detectors
(see text) after doses of Co-60 gamma rays and of 60 MeV protons. Error bars are contained
within the plotted data points.

effectiveness of alanine as a function of pro-
ton energy using the foil detectors, are shown
in Fig. 3. [8] In these measurements foils were
positioned at different depths in a pristine 60
MeV proton beam, including the Bragg peak
region. In this manner, measurements could
be made for protons at different energies, as
the energy of protons in the beam gradually
decreases with increasing depth. In order to
achieve good quality and reproducibility of
EPR spectra, the foil detectors were exposed
to doses of 250 Gy. Measurement uncertain-
ties (shown as error bars in Fig. 3) included
those of EPR signal measurements, nominal
dose delivery, long term spectrometer per-
formance and detector mass normalization.
The results generally agree with those mea-
sured and estimated theoretically by other au-
thors. [8]

An initial attempt was made to verify the
dose rate dependence of alanine detectors. For
this purpose 14 alanine rod detectors were ir-
radiated in the 60 MeV proton beam at four
different dose rate values: 0,16; 0,29; 0,38, and
0,49 Gy/s. Each dosimeter was exposed to a
dose of 15 Gy which is typically delivered to
the ophthalmic tumour in one proton ther-
apy session (fraction). Results of these mea-
surements (five independent measurement for
each detector, at least three detectors ex-
posed at each dose rate value) are shown in
Fig. 4. Data points were normalized to the

mean value of all measurements (here, er-
ror bars represent the uncertainty of EPR
readouts only). No dependence between de-
tector response and proton beam dose rate
was observed within measurement uncertain-
ties. Further investigations concerning dose-
rate dependence of alanine detectors are un-
der way.

At IFJ PAN we are developing our own
techniques for manufacturing alanine detec-
tors. In our first attempt, we are investigat-
ing the mechanical properties of stable ala-
nine detectors with microcrystalline cellulose
as a binder. The aim is to achieve optimum
properties of the detector: good mechanical
stability and dimensions adapted to our EPR

Figure 3: Relative effectiveness of alanine
film detectors (see text) after proton irradi-
ation versus proton energy. [8]
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Figure 4: Estimation of dose-rate depen-
dence for alanine rod detectors exposed in a
60 MeV proton beam. Data are normalized
to the mean value of results obtained at the
four dose rates. Error bars represent the un-
certainty of EPR readouts only.

spectrometer and optimum alanine-to-binder
concentration ratio, in order to achieve good
sensitivity and maintain the mechanical sta-
bility of the dosimeter. The properties of our
in-house produced detectors will be then com-
pared with those of commercial detectors in
a series of measurements in Co-60 and proton
beams at IFJ PAN. Measurements will be per-
formed in the radiation field and outside the
beam. At the final stage of this work, a proto-
col for alanine dosimetry of proton beams will
be developed. The developed alanine dosime-
try system will then be applied at the IFJ
PAN proton radiotherapy facilities for doc-
umenting cumulatively doses applied to tu-
mour volumes of patients undergoing proton
radiotherapy, as a part of the Quality Assur-
ance procedure in proton radiotherapy of can-
cer patients at the IFJ PAN.

This work is partly supported by the re-
search project „EPR/alanine dosimetry for ra-
diotherapeutic ion beams”, carried out within
the PARENT — BRIDGE Program, sup-
ported by the Polish Science Foundation, and
co-financed by EU structural funds under Ac-
tion 1.2 „Strengthening the human resources
potential of science” of the Innovative Econ-
omy Operational Program 2007 – 2013.
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forming and analysing the results of some of
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Present time, because of increasing demand for ionizing radiation in industry and
health service, the risk of a mass radiological accident is also increasing. It requires
the development of appropriate dosimetric tools, which can be used to implement
procedures for emergency response. Up to now, in retrospective and also accidental
dosimetry, building materials and chemicals, which give luminescence signals were
used to assess the doses. However, previous researches with new materials present
in personal electronic objects, enabled the assessment of individual doses, which
are absorbed during radiological accident. These electronic objects are close to
the human body and are very popular. Luminescence properties of these materials
have to be investigated in order to create a procedure which works properly in
crisis situation. The first results in which the mobile phone was irradiated showed
that dose could be recovered with satisfactory precision.

Wide use of ionizing radiation in health ser-
vice (hospitals, oncology centers), but also in
the industry (metallurgical facilities, manu-
facturing facility) requires the development
of dosimetry methods which could be used
to carry out routine inspection for persons
who are occupationally exposed to radiation
during different application. Also, it requires
the research for new materials for dose mea-
surements in recessionary condition. Wher-
ever the ionizing radiation is being used, there
is a risk of radiological accident. Beyond the
peaceful usage of radiation, it is also possible
to use it for military purposes, such as wars
or terrorists attacks. In both cases there exists
the range of activities, which have to be ac-
complished immediately after the occurrence
of mass radiological accident. These activities
are estimating dose absorbed by the human
who does not have individual dosimeter; pop-
ulation selection in terms of the amount of
the received ionizing radiation dose and also
minimizing destructive or lethal effects of ra-
diation. Until now, optically stimulated lumi-
nescence (OSL) was being applied in retro-
spective dosimetry to dating and determina-

tion of exposure in accidental situation by us-
ing objects found in the place of accident (for
example porcelain and chemicals). However,
the usage of these objects to assess the dose
which was absorbed by people, has important
drawback — it will never be accurate dose
assessment for human. The situation could
change, if for estimation individual dose per-
sonal electronic objects were used for example
electronic devices like mobile phones, music
players, memory sticks. [1] Development of a
method for measurement of retrospective dose
using personal objects allow to create proce-
dures for radiological accident and also con-
tribute to improvement of radiation safety.

The aim of this project is to investigate
dosimetric properties of electronic compo-
nents devices like mobile phones, which could
be useful during radiological accident to es-
timation dose. The first part of this work
was dedicated to investigate the properties
of luminescence signal from electronic com-
ponents such as reproducibility and dose-
response. Next part was destined to dose as-
sessment of individuals potentially exposed to
ionizing after simulation of a radiological ac-
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cident. Implementation of the results will be
last step for the emergency plan and the man-
agement system for civil service.

The experiments were carried out with the
use of parts of electronic devices which were
removed from a mobile phone. The circuit
board of a mobile phone contains different
electronic components, but investigation was
performed for resistors because of the struc-
ture these electronic components which are
made in technology SMD (Surface Mounted
Devices). The resistors are composed of ce-
ramic substrates contain approximately 97%
Al2O3 and 3% SiO2, [2] which is covered by
resistive layer. This substrate of alumina rich
ceramic is sensitive to ionizing radiation.
Al2O3:C is a well known type of material,
which is used in production of OSL (opti-
cally stimulated luminescence) detectors rou-
tinely used in radiation protection systems in
many countries. [3] The atomic composition of
the detector material is expressed by the av-
erage effective atomic number (Zeff). [4] The
average effective atomic number of Al2O3 is
approximately 10,2 and it is relatively high
compared with soft tissue (Zeff = 7,4), [5] but
in spite of it makes the resistors potential,
attractive material to be dosimeter. The lu-
minescence properties of resistors were inves-
tigated by optically stimulated luminescence
method (OSL). Production of OSL signal is
caused by defects in the structure of mate-
rial. Ionizing radiation causes that charges are
captured by trapping centers. In the labora-
tory conditions, the trapped electrons are re-
leased by providing appropriate amount of en-
ergy in the form of light. The next step is
a recombination of charges to recombination
centers (centers of luminescence). The recom-
bination process can be accompanied by the
emission of light, which is the luminescent sig-
nal. [6] The number of trapped electrons in the
defects is proportional to the amount of ab-
sorbed dose of the material. The light yield is
then recorded as a function of time in a decay
curve.

The resistors (dimensions 1×0,5×0,35 mm)
were used to investigate the overall OSL lu-
minescence properties of resistors such as dose

response and reproducibility. The number of
resistors per one sample equals 10, because of
small dimension of resistors.

Resistors were removed from circuit board
of mobile phone by scalpel during trials to
recover dose from simulation accident. These
resistors were removed under dark room con-
ditions, because of the fact that stimulation
wavelength light (460 nm) is very close to day
light. The microscope was also necessary be-
cause of small dimension of resistors.

During this measurements, the number of
resistors is the same like above.

OSL measurements were performed on
RISOE TL/OSL reader. The resistors were
excited with blue diodes, which emit light
with wavelength of 460 nm. RISOE TL/OSL
reader is equipped with optical filters (Hoya
U-340). The samples were stimulated and
read with continuous-wave OSL mode (the
stimulation light intensity is constant during
measurements). For part of measurements, re-
sistors were irradiated with a 90Sr/90Y beta
source placed in RISOE TL/OSL using the
dose rate of 0,081 Gy/s. The mobile phone
was irradiated with a source of high-energy
photons 137Cs for simulation of accident ir-
radiation. This source is placed in the Lab-
oratory for Calibration of Radiation Protec-
tion Instruments at the Institute of Nuclear
Physics Polish Academy of Sciences.

Figure 1: OSL decay curves from surface-
mount resistors irradiated with 0,55 Gy; 5,5
Gy; 11,5 Gy 90Sr/90Y source, respectively.
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Important point of these researches is mea-
suring of OSL dosimetric properties of resis-
tors such as their response to dose and repro-
ducibility.

Fig. 1 shows a shape of OSL curves to a
given dose of 0,55 Gy; 5,5 Gy; 11,5 Gy ir-
radiated with 90Sr/90Y source. Dose depen-
dance of OSL signal was investigated for doses
from 0,5 to 12 Gy. The resistors were irradi-
ated with 90Sr/90Y source inbuilt in RISOE
TL/OSL reader and after that measured in
this reader (Fig. 2). The data points are fit-
ted by a linear function of form (1):

y=ax+b. (1)

It allows to construct linear function of dose
for single sample. It is useful for building cal-
ibration curve during measurements of doses
from radiological accidents.

Figure 2: Dose response of resistors irradi-
ated in the dose range from 0,55 Gy to 11,5
Gy (calibration curve).

Reproducibility tests of resistors for various
samples are shown in Fig. 3. Resistors were
irradiated with 90Sr/90Y source with a dose
of 0,6 Gy and measured. It was repeated in
10 cycles. It seems that OSL signal remains
with less than 15% of initial sensivity during
several irradiation and measurement cycles.

The main measurements were just a trial to
recover dose from the simulated radiological
accident using Nokia mobile phone.

The investigated mobile phone was irradi-
ated with a dose of 1 Gy. Measurements were
taken two times, using the two delay time be-
tween irradiation and OSL measurement of

Figure 3: Reproducibility test for 3 sample.
Each sample consisted of 10 small resistors.
All samles were coming from one circuit board
of the mobile phone.

the „accidental” dose. The first trial to re-
cover dose was carried out 2 days after irra-
diation and the second 6 days after irradia-
tion. Between these two trials mobile phone
was placed in a black bag to avoid signal loss
which could be caused by exposure to a day
light. After removing resistors from mobile
phone and putting their into reader, resistors
were read in order to recover dose and next
the same resistors were irradiated with cali-
bration dose of 5 Gy.

Unfortunately, the electronic components,
especially the resistors, have a strong instabil-
ity in time. [2,5] Their signal after irradiation
is lost very fast. The highest degree of fad-
ing rate is during the first minutes and hours
after irradiation. The decay is given by the
function of (2):

y=a ln(x)+b, (2)

where x— time [s] and a, b are fitting param-
eters.

OSL signal has to be corrected for fading
according to delay time between irradiation
and OSL measurement.

In resistors, absorbed dose was 0,84±0,11
Gy and 0,92±0,12 Gy, respectively obtained
after 2 and 6 days. The fading is a serious
problem for dosimetry of electronic compo-
nents. The decay of luminescence signal can
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Figure 4: Dose for the first trial including
uncorrected and corrected signal with fading
factors.

lead to errors in dose estimation. The results
of dose recovery tests are shown in Fig. 4.

It is possible to divide OSL curve for small
parts connected with decay time. For each
component of OSL curve, the value of dose
could be calculated in delay time function.
These components are very interesting for es-
timating dose, especially the first 6 seconds
of measurements (Fig. 5). For this interval
the value of estimation dose does not change.
This area is called plateau and these mea-
surements are called plateau test. [7] For this
interval luminescence signal originates from
deep energy traps, accurately stable at ambi-
ent temperature. With this interpretation of
results, value of dose can be obtained for this
range of plateau.

Figure 5: Plateau test for uncorrected dose
measured by using resistors from irradiated
mobile phone.

This investigation presents a great possibil-
ity of use resistors for dose assessment after
radiological accident. The results of investi-
gated properties of resistors show linear dose
response which is useful for obtaining calibra-
tion curve during measurements of „accident”
dose, good reproducibility better than 15%
variation of initial sensivity and dose recov-
ery with uncertainties at 13%. It is necessary
to remember that the signal stability is a crit-
ical point for estimation dose.

Common electronic devices, such as mo-
bile phones, music players, memory sticks etc.
are very useful for dosimetry purposes. In
emergency situations, like nuclear accidents
it could be very easy to collect them from po-
tential victims and measure them to recover
the dose absorbed by the owners.

Although losing of signal is large, the dose
recovery with well-rounded precision is still
possible. Personal electronic objects seem to
be promising for this application.
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Thermoluminescent detectors are frequently used in dose measurements e.g. cos-
mic radiation in space, and proton radiotherapy beams. In both this fields precise
dosimetry is crucial issue. The relative thermoluminescent efficiency for the most
widely applied detectors of LiF to protons are not straightforward. On the one
hand, available date concerning efficiency to light ions exceed unity, sometimes
more than 30%. For the other hand, there are reports showing that efficiency
is close to unity or even lower. The reason of this effects may be different, e.g.
influence of experimental conditions, or variability of TLD properties. So that
to resolve this problem, using 60 MeV protons beam from cyclotron AIC-144
in IFJ PAN in Kraków, efficiency of LiF:Mg,Ti (MTS) detectors over last 20
years was measured. In consequence, all values of the relative TL efficiency exceed
unity, with average of 1,09 and dispersion below 4%. For the next experiment, for
LiF:Mg, Ti and LiF:Mg,Cu,P detectors dependence of the relative efficiency was
measured. The results for LiF:Mg,Ti, showing efficiency of 1,20 at about 20 MeV.
Whereas, for LiF:Mg, Cu, P the relative efficiency is of 0,96 at 56 MeV, to 0,61
at 11 MeV.

The relative thermoluminescent efficiency
is a ratio of the emitted light intensity per
unit dose, to the same quantity for the refer-
ence gamma radiation (Cs-137). The relative
TL efficiency for LiF:Mg, Ti, detectors, de-
pends on ionization density. For weakly ion-
izing radiation (photons) it is assumed to be
equal to unity. For strongly ionizing radiation,
efficiency usually decreases. [1] The problem
with efficiency is of high importance, as it sig-
nificantly affects crucial thing of application,
which is radiotherapy with protons beams,
where TL detectors are a primary method
of measurement doses. For the most widely
applied LiF:Mg, Ti, TL detectors the rela-
tive efficiency to light ions relative to gamma-
rays, may visibly exceed unity even more than
30%. [2–4] On the other hand, many others re-
ports shows the efficiency close to unity or
even lower. [5–8] The reasons for this may be
various. One of them is variability of TLD
properties. In order to resolve this problem,
an experiment at the Institute of Nuclear

Physics (IFJ) in Krakow, using the 60 MeV
proton beam of the AIC-144 cyclotron was
started. The aim of measuring was compari-
son of the relative TL efficiency to protons for
many of TLDs groups produced over a long
period of time at the IFJ.

Experiment has been realized at the Proton
Eye Radiotherapy Facility at the IFJ. [9] Using
AIC-144 isochronous cyclotron, protons were
accelerated with nominal energy of 60 MeV.
The proton beam range was controlled by a
PMMA range shifter. During irradiation pro-
ton dosimetry was carried out by a PTW
23343 Markus ionization chambers coupled
with a PMMA moderator of variable thick-
ness. The actual energy at the position of
TLD exposures was 58,7 MeV. The main part
of experiment were realized using the most
widely applied LiF:Mg,Ti thermoluminescent
detectors in form of sintered pellets with typ-
ical dimensions 4,5 × 0,9 mm and density
2,5 g/cm−3. Two versions of TLDs with differ-
ent isotopic Li composition were used: MTS-
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Table 1: Comparison of the relative TL efficiency of LiF:Mg,Ti (MTS-N) and LiF:Mg,Ti
(MTS-7) TLDs from different production batches for 58,7 MeV proton beam.

MTS-N MTS-7
Batch Relative TL efficiency Batch Relative TL efficiency

Peak area Peak height Peak area Peak height

1992 1,13±0,02 1,06±0,02 1994 1,06±0,03 1,09±0,03
1994 1,10±0,02 1,08±0,02 1996 1,08±0,03 1,05±0,04
1997 1,10±0,01 1,05±0,02 1999 1,08±0,03 1,11±0,03
2000 1,11±0,02 1,05±0,02 2002 1,07±0,03 1,09±0,01
2003 1,07±0,02 1,09±0,02 2005 1,07±0,02 1,06±0,04
2006 1,07±0,02 1,07±0,02 2008 1,07±0,03 1,09±0,02
2010 1,09±0,03 1,08±0,02 2010 1,07±0,03 1,08±0,02
2012 1,08±0,03 1,11±0,03 2012 1,11±0,02 1,12±0,04

N (natural Li) and MTS-7 (Li-7 enriched). In
total, 16 batches of TLDs produced between
1992 and 2012 was investigated.

In a second part of experiment the de-
pendence of the relative TL efficiency on
proton energy was measured. Special minia-
ture TLDs with diameter 3,2 mm and thick-
ness 0,3 mm were manufactured. Measure-
ment was realized with two types of TLDs;
LiF:Mg, Cu, P (MCP-N) and LiF:Mg, Ti
(MTS-N). Before each experiment TLDs were
specially prepared. For MTS, the annealing
conditions were 400◦C/1h + 100◦C/2 h: for

Figure 1: Dependence of the relative TL ef-
ficiency of LiF:Mg, Ti (MTS-N) and LiF:Mg,
Cu, P (MCP-N) on relative dose distribu-
tion in water. Measurement were realized with
special prepared TLDs with thicknesses 0,3
mm.

MCP 240◦C/10 min. TLDs were readout us-
ing manual TL reader Harshaw Series 3500.
Before readout, detectors were preheated at
a temperature of 100◦C for 10 min. TL glow-
curves were registered with heating up to tem-
perature 320◦C (MTS-7, MTS-N) or 265◦C in
case of MCP, at a heating rate of 5◦C s−1.
Calibrations of TLDs were performed by ir-
radiating a group of TLDs from each batch
with 100 mGy dose of 137Cs gamma rays at
the secondary standard calibration laboratory
at IFJ. To minimize any spread of sensitivity
between TLDs pellets of one group, individ-
ual response factors for each detector were de-
termined. Table 1 contain values of the rela-
tive TL efficiency for LiF:Mg, Ti organized in
sixteen batches measured for 58,7 MeV pro-
ton beam. Standard methods of glow-curve
analysis: Region-of-Interest approach (ROI),
i.e. integration of a glow-curve over the main
peak area and the height of the main peak
were used.

The main conclusion is that all values of
the relative TL efficiency significantly exceed
unity, with the average value around 1,09 for
MTS-N, and 1,08 for MTS-7. What is more,
all data points lay within 4% around the mean
value. In a second experiment, the depen-
dence of the relative TL efficiency on pro-
ton energy was measured. Results are pre-
sented in Fig. 1 and Table 2. The energy
and LET for a given depth in water were
calculated using SRIM code. [10] For MTS-N
detectors, relative TL efficiency is more or

84



Proceedings of the ISD Workshops M. Sądel

Table 2: Dependence of the relative TL efficiency of MTS-N and MCP-N detectors (main
peak area) on proton energy.

Depth in water Energy LET H2O Relative TL Efficiency
[mm] [MeV] [keV/µm] MTS-N MCP-N
1,40 55,7 1,16 1,09±0,03 0,96±0,01
2,37 54,6 1,18 1,12±0,01 0,92±0,01
3,34 53,5 1,2 1,10±0,01 0,95±0,01
4,31 52,3 1,22 1,12±0,01 0,94±0,02
5,28 51,1 1,24 1,11±0,01 0,93±0,04
6,24 49,9 1,26 1,09±0,01 0,90±0,01
7,21 48,7 1,29 1,10±0,01 0,94±0,02
8,18 47,4 1,32 1,15±0,01 0,93±0,01
9,15 46,1 1,35 1,12±0,01 0,91±0,02
10,12 44,8 1,38 1,13±0,02 0,91±0,01
11,09 43,4 1,41 1,14±0,06 0,93±0,01
12,06 42 1,45 1,14±0,03 0,89±0,01
13,03 40,6 1,49 1,15±0,01 0,89±0,03
14 39,2 1,54 1,12±0,02 0,87±0,01

14,96 37,7 1,58 1,11±0,01 0,88±0,01
15,93 36,1 1,64 1,13±0,03 0,87±0,05
16,9 34,5 1,7 1,13±0,03 0,87±0,03
17,87 32,8 1,77 1,10±0,01 0,83±0,03
18,84 31 1,85 1,11±0,02 0,84±0,02
19,81 29,2 1,95 1,13±0,02 0,83±0,02
20,78 27,2 2,06 1,18±0,02 0,81±0,03
21,75 25,2 2,2 1,18±0,02 0,81±0,01
22,72 22,9 2,37 1,17±0,03 0,78±0,05
23,68 20,6 2,59 1,20±0,04 0,76±0,05
24,65 17,9 2,9 1,20±0,01 0,76±0,03
25,62 14,8 3,38 1,18±0,04 0,69±0,03
26,59 11,2 4,26 1,14±0,01 0,61±0,06

less constant at the level 1,10-1,15 for ener-
gies above 30 MeV. Similar value 1,13 was
obtain for MTS-N for 43 MeV energy pro-
tons. [4] During decreases energy of protons,
the efficiency increases, reaching maximum of
1,20 for 20 MeV. Available date concerning
such values. [3] There are also empirical mod-
els which predicted efficiency even close to 2
for LiF:Mg,Ti. [11] For lower energy, the effi-
ciency starts to decline, what is argue with the
known behavior of LiF:Mg,Ti for high-LET
radiation. [12,13] In case of MCP-N detectors,
it is clearly visible, that during decreasing
proton energy the efficiency decreases, what
is in agreement with the general trend of the
dependence of LiF:Mg,Cu,P efficiency on ion-

ization density. [13] For LiF:Mg,Ti all values of
the relative TL efficiency significantly exceed
unity.

TLDs organized in sixteen LiF:Mg,Ti
batches revealed a significant low dispersion
of the relative TL efficiency, as all measured
values were found to be within 4% around
the average. However, the dependence of the
relative efficiency on proton energy revealed
that for LiF:Mg,Ti this relationship possess
a maximum of 1,20 at about 20 MeV. For
LiF:Mg,Cu,P the relative efficiency decreases
with decreasing proton energy, what is an ef-
fect of the well-known low efficiency of this
material to densely ionizing radiation.
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We analyze influence of the backscatter coefficient and multiple scattering effect in
the commonly 22Na and 68Ge/68Ga positron sources on the source fraction in the
positron lifetime spectra. A simple theoretical model is presented. The calculated
intensities of the positron source is compared with the measured values. The good
agreement was achieved. Additionally the positron implantation profiles obtained
within this model is compared with GEANT4 simulations profiles and measured
experimentally.

Positron annihilation techniques are widely
used in material research. [1,2] They let to i.a.
obtain information about the electronic struc-
ture and atomic-scale defects. In this tech-
niques the Doppler broadening of annihila-
tion line, positron lifetime and angular corre-
lation of annihilation radiation are measured.
These methods as a source of the positrons
employee β+ radioisotopes mainly 22Na and
68Ge/68Ga. Emitted positrons from radionu-
clides before implantation to the sample pass
through the source. The analysis of results in
all of these methods requires consideration of
the corrections resulting from the construc-
tion of the positrons source.

Commonly used radioisotopes β+ are usu-
ally in the form of chemical compounds,
especially their salts such as 22NaCl and
68GeCl/68GaCl. The salt in the form of their
solutions is placed on the thin 7 µm kapton
films and evaporated forming 1−2 micrometer
crystals. To isolate the radionuclide from the
environment kapton foils are sealed together
at the edges. Thus prepared positron source
prevent contamination of the sample by the
radionuclide and enables its reuse. Prepara-
tion of such a source is unique; hence each of
them has its individual features.

Radioisotopes emit positrons isotropically
and with some energy distribution deter-
mined by the Fermi distribution. Different
values of their energies give specific positron
implantation profile with a total range which
for metals is typically a few hundreds of

micrometers and is associated with absorp-
tion in the material. Measurements using a
given source is done by placing the source be-
tween two identical samples. The positron af-
ter leaving the nuclei can annihilate in the
source. However, most of the positrons reach-
ing the surface of the source-sample border
and penetrate the sample or are scattered
backwards. Backscattered positrons traverse
the source again, until it encounters the next
border between the source and the sample.
There, they can penetrate into the sample
or undergo backscatter again. As a result, a
positron emitted from the nuclei of the ra-
dionuclide can repeatedly pass the source, as
shown in Fig. 1, and this significant influences
on the measurement. Certainly, during the
traverse in the source positrons can annihi-
late which is reflected in the measured spec-
tra. In the positron lifetime measurement, the
component associated with annihilation in the
source is usually fitted numerically and its
value ranges from several to dozens of percent.
However, the numerical fitting gives poor re-
sults when the positron lifetime of the ma-
terial is similar to that in kapton polyimide,
which is in the range 360− 460 ps. [3–5] For
the measurement of the Doppler broadening
of annihilation line the effect of the source of-
ten is not taken into account, and the results
are meaningful only within series of measure-
ments carried out on the same apparatus and
using the same source. The purpose of this pa-
per is to present the method for calculating

87



Proceedings of the ISD Workshops K. Siemek

Figure 1: Schematic representation of the
multiple scattering model for the sandwich
geometry sample-source-sample. The figure
shows also the fraction of positrons implanted
to sample T and absorbed by the source IS
described in the text.

corrections of the contribution of positrons
annihilated in the source and determine the
implantation profiles in a symmetrical struc-
ture sample-source-sample. The results will
be confronted with the experimental measure-
ments.

If the examined sample is located in a sand-
wich geometry, Fig. 1, the total fraction of
positrons implanted to the samples and ab-
sorbed by the source can be determined as the
sum of the geometric series due to the multi
backscattered effect, which gives:

T =

∞∑
i=0

(1−R)Im

(
d

2

)
(RIm (d))

i

=
(1−R)Im

(
d
2

)
1−RIm (d)

, (1)

Is =1−T, (2)

where d is the thickness of the source layer,
R means the backscatter coefficient, which
is the probability of positrons backscatter-
ing from the border of the source, and Im(z)
is the positrons implantation profile on the
depth z away from the source. Consider-
ing the positrons contribution transmitted by
the collimated, heterogenic positron beam in
the homogeneous, uniform medium, taking
into account the geometry of the measuring
Saoucha [6] determined Im(z) function as:

Im(z)=e−α+z+α+zEi(−α+z) , (3)

where Ei (−x) = −
∫
ds exp (−s)/s is rapidly

convergent exponential integral, z is distance
from the source of positrons, α+ is the linear
absorption coefficient of the sample material.
α+ depends on both the energy Emax, which is
the end-point energy of the positrons emitted
during β+ decay of the radionuclide, as well
as the density ρ and the average atomic num-
ber Z of the material. On the basis of mea-
surements carried out radionuclides 22Na and
68Ge/68Ga, Dryzek and Singleton [7] proposed
the generalized absorption coefficient formula:

α+ =
12,6Z0,17

E1,28
max

ρ [cm−1], (4)

Number of backscattered positrons rise with
increasing atomic number Z of the material to
which the positrons are implanted. Backscat-
ter phenomenon has been investigated by
many authors. [8–10] MacKenzie et al. [8] the
best fit of coefficient R to the experimental
Doppler broadening of annihilation line mea-
surements carried out 22Na and 68Ge/68Ga
radionuclides in all ranges of the atomic num-
bers obtained for:

R=0,342 log10Z−0,146. (5)

In this paper authors also propose an alter-
native exponential formula that fits better to
results for small and large values of Z, but
overestimate the values of R in the range
30<Z< 70:

R=0,52
(
1−e−0,045Z

)
. (6)

Arifov et al. [9] proposed for the collimated,
nonmonoenergetic positrons emitted from the
22Na isotope another empirical formula:

R=(0,0577±0,0058)Z(0,4724±0,0249). (7)

Based on the known values of the coefficients
of positrons scattering it can also be possible
to determine the positrons implantation pro-
file in a sample, which is differential of total
positron contribution on the z depth from the
source dI(z)/dz. Function I(z) can be evalu-
ated as in Eq. (8), where d is the thickness of
source.

88



Proceedings of the ISD Workshops K. Siemek

I(z)=

{
Te−α+z, z> |d|
1
2Im
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z
2
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(
1
2Im

(
d
2 +z

)
1
2Im

(
d
2−z

))
, z< |d| (8)

Figure 2: The fraction of positrons anni-
hilated in the source in dependence on the
atomic number Z of measured material. The
dotted curves represent the best fit of the
Eq. (2) for different backscatter coefficient de-
scribed by Eqs. (5), (6), (7).

The fraction of positrons which annihilate
in the source was determined as follows. The
measurements for various materials with dif-
ferent Z were performed using a fast-fast
positron lifetime spectrometer with the tim-
ing resolution (FWHM) of about 260 ps. As
a positron source 22Na isotope closed in the
7 µm thick kapton foil envelop was used.
The positron lifetime spectrum was measured
during 24 hrs to obtain more than 2 × 106

counts in the spectrum. The deconvolution of
the spectra was performed using the LT pro-
gram. [11] Positrons were implanted into bulk
materials of graphite, Mg, Al, Zn, In, W, Au,
Pb, Bi. For pure elements positrons lifetimes
are well known from experiments [5] and theo-
retical models. [12,13] They depend on the ma-
terial to which positrons are implanted and
for the metals are usually in the range of 90 to
250 ps. [14] From the measurements for these
materials obtained lifetimes were consistent
with reported values of other authors.

Fig. 2 shows the percentage fraction of
positrons annihilated in the source depending
on the atomic number of the sample mate-
rial. As expected, the fraction of the positrons

which annihilate in the source increases with
increasing atomic number of the sample sand-
wiched the source was observed. The Eq. (2)
was fitted to the points, where the only ad-
justable parameter was the thickness d of the
source, while R coefficients were alternately
described by Eqs. (5), (6), (7). Dependency
received from fitting are marked by dotted
lines in Fig. 2. The best ones was obtained
with the formula developed by McKenzie et
al. — Eq. (5). The adjusted thicknesses d were
equal 58 µm; 62,5 µm; 74 µm; respectively for
Eqs. (5), (6), (7). The thicknesses of source
were near 3 – 4 times greater than the thick-
ness of the kapton foils, what was influenced
mainly by seal material, which won’t account
in calculations, and also several micrometers
layer of crystalline salt 22NaCl, which has
definitely different absorption coefficient than
Kapton.

In this case, the thickness d only responds
for generalized way of replacing complicated
nature of source to simple problem of one
homogeneous layer. Based on the presented

Figure 3: The positron implantation profiles
measured for the sandwich: Al-source-Al in
dependence on the distance from the source
z. Black, dark gray and dotted gray line cor-
respond to profile obtained from experiment,
multiple scattering model and GEANT4 sim-
ulations, respectively.
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model the number of positrons using Eq. (8)
reaching a given depth z away from source
can be determined. For comparison, the pro-
file like this can also be generated using
Monte Carlo simulation using the code e.g.
of GEANT4. [15] Both evaluated profiles and
experimental results measured by DSIP meth-
ods [16] for the Al-source-Al structure is shown
in Fig. 3.

Calculated profiles predict the exponential
dependence of the implantation profile for
depths greater than 100 µm and remain in full
compliance with the experimental data in this
range. However, within the source, the pro-
file obtained from multiple scattering model
better reproduce the experimental results. In
conclusion, the presented model enables eval-
uation of the contribution of the source for
a variety of homogeneous materials. It also
allows to calculate the positron implantation
profiles which are consistent with experiment.
It is worth noting that the proposed simpli-
fied calculations (Eq. (8)) lets us to obtain re-
sults that are substantial consistent with the
results obtained with long-duration method
such as Monte Carlo (GEANT4) simulations.
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Preliminary studies of optically and thermally stimulated luminescence proper-
ties of polycrystalline lithium aluminate growth by Czochralski and Micro-Pulling-
Down methods were presented. Thermoluminescent glow curves and optically
stimulated luminescent decay curves after alpha and beta exposures were shown.
Achieved results of samples sensitivities were compared to commercially applied
dosimeters. Moreover initial measurement of fading was conducted.

Thermally (TL) and optically stimulated
luminescence (OSL) are one of the most
widespread methods of passive dosimetry
and find applications in variety of radia-
tion measurements. [1,2] Although there are
many known luminescent materials there is
still a need to search of new materials and
methods based on OSL and TL techniques
which can be used in individual and acciden-
tal dosimetry. Lithium aluminate (LiAlO2) is
one of new materials considered as a lumi-
nescent material. [3] In particular, the use of
this material as an OSL detector can bring
benefits in comparison to commercially used
Al2O3:C. In particular, lithium aluminate has
lower effective atomic number than aluminum
oxide, which resulting in lower photon energy
dependence and it is also better tissue equiv-
alent. Moreover adhibition of Li-6 enables ap-
plication in neutron dosimetry. Recently, two
methods of crystal growth of lithium alumi-
nate was demonstrated by groups of Chou
(Czochralski method) and Pejchal (Micro-
Pulling-Down method). [4,5] The purpose of
this study is to describe and examine the basic
TL and OSL properties of lithium aluminate.

Samples under study were prepared us-
ing two different crystal growth techniques:
the Czochralski method, available at The
Korea Atomic Energy Research Institute
(KAERI) in Daejeon and the Micro-Pulling-
Down method with an induction furnace and
iridium crucible, available at Institute of Nu-
clear Physics (INP) in Cracow.

The melted materials were turned into
the powder form, from which samples of
about 20 mg were used in the measurements.
All OSL and TL results were normalized
to the sample mass. For comparison pur-
poses, a powdered sample of aluminum ox-
ide (Al2O3:C) produced by Landauer, current
standard OSL material, was used.

The measurements were realized using the
Risø TL/OSL DA-20 reader. Thermolumines-
cence was measured up to 400◦C at the rate
of 5◦C s−1. OSL was measured under contin-
uous wave stimulation using blue light. The
reader was equipped in its standard filter U-
340, what enables measurement of lumines-
cence in the range 300 – 400 nm. Irradia-
tions were performed exploiting the alpha and
beta sources built in the reader. The inves-
tigated samples were thermally annealed by
heating up to 450◦C in the DA-20 reader, fol-
lowed by subsequent irradiations with beta
(Sr-90/Y-90) or alpha (Am-241) particles and
OSL measurements under continuous wave
blue light stimulation (CW-OSL).

It is interesting to note that some of the
LiAlO2 samples, including the KAERI mate-
rial, show an increase of the OSL signal in
the first second of the stimulation, before the
subsequent exponential decay. Such behavior
was however observed only for beta irradi-
ated samples. Such a shape of the OSL decay
curve may indicates the participation of shal-
low traps in optically stimulated luminescence
process. In general, there is an apparent dif-
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Figure 1: Comparison of CW-OSL decay curves after beta and alpha irradiations for the
selected samples.

ference in the decay pattern following alpha
and beta exposure, what is illustrated in the
Fig. 1. The decay of alpha irradiated samples
was found to be faster in all cases.

The OSL sensitivity of the tested samples
is presented in the Table 1 with respect to
the Al2O3:C material. The total signal of the
KAERI sample after beta exposure was found
to exceed that of Al2O3:C. Other samples
show approximately between 25% and 60%
of the Al2O3:C signal. It should be however
mentioned that the spectral sensitivity of the

Figure 2: Examples of TL glow curves mea-
sured for KAERI and IFJ LiAlO2 samples fol-
lowing beta irradiation.

used configuration of the DA-20 reader is not
optimum for Al2O3:C, which emits light in
the blue region, while for lithium aluminate
most of the emission is located below 400 nm.

In the Fig. 2 the examples of the thermo-
luminescent glow curves are presented. The
temperature at which the main peak is lo-
cated is rather low: in the range 100 – 110◦C,
which may result in significant fading of the
sample’s signal. There are no significant dif-
ferences between glow curves shape following
beta and alpha exposures.

A Table 2 summarizes the TL response
of the studied samples. The response is low,
reaching only a few percent of the Al2O3:C
signal, unlike it is in case of OSL. This effect
is also illustrated by the data presented ra-
tio between OSL and TL signals. For LiAlO2

samples this ratio varies between 35 and 123,9
while for Al2O3:C it amounts only to about 2.
This means that in lithium aluminate optical
stimulation is much more effective in produc-
ing intensive luminescence than thermal stim-
ulation, while for aluminum oxide the differ-
ence between both modes is much smaller.

As mentioned before the position of the
TL peak at relatively low temperature may
suggest possibility of the thermal instability
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Table 1: CW-OSL response after alpha and beta irradiation, with respect to the Al2O3:C.

Beta Alpha
Sample Total OSL Fast component of Total OSL Fast component of

signal∗ the OSL signal∗∗ signal∗ the OSL signal∗∗
LA-1 0,58 0,63 0,59 0,67
LA-2 0,41 0,47 0,30 0,34
LA-3 0,33 0,41 0,33 0,37
LA-6 0,25 0,34 0,24 0,29
LA-7 0,30 0,39 0,34 0,39
LA-8 0,31 0,38 0,31 0,35

KAERI 1,10 0,83 0,61 0,63
Al2O3:C 1,00 1,00 1,00 1,00
∗ integral over 40 s, ∗∗ integral over first 4 s.

of the stored signal (fading). For that reason
an experiment aimed on studying such effects
was undertaken using the KAERI prepared
sample of lithium aluminate. The OSL mea-
surements were realized after various times af-
ter exposure, ranging from 0,5 h to 24 h. The
total OSL signal in dependence on the storage
time is presented in the Fig. 3. It is apparent
that indeed the OSL signal decreases with the
storage time and after 24 hours and 8% loss
of the signal is observed. This effect will be
studied in longer periods of time and it must
be one of the main properties subjected to
optimization, as the fading might be a signif-
icant shortcoming of the developed material.
The evolution of the decay curves with the
storage time is illustrated in the Fig. 3.

Figure 3: Fading of the total OSL signal of
the KAERI sample after beta exposure.

Table 2: TL response after beta and alpha irradiation.

Beta Alpha
Sample Total TL Peak Ratio Total TL Peak Ratio

signal∗ height∗ OSL/TL signal∗ height∗ OSL/TL
LA-1 0,029 0,032 43,9 0,014 0,0003 64,1
LA-2 0,012 0,014 75,1 0,007 0,0002 67,3
LA-3 0,011 0,009 67,8 0,008 0,0001 60,3
LA-6 0,010 0,009 54,6 0,010 0,0002 34,1
LA-7 0,005 0,005 123,9 0,007 0,0001 75,5
LA-8 0,008 0,008 86,2 0,010 0,0002 47,5

KAERI 0,067 0,072 35,5 0,021 0,0006 43,2
Al2O3:C 1,00 1,00 2,2 1,00 1,00 1,5

∗ relatively to Al2O3:C.
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To summarize the LiAlO2 samples pre-
pared at KAERI and at IFJ were investigated,
with respect to their OSL and TL response
after beta and alpha exposure. The most im-
portant outcome is that the sensitivity of the
KAERI samples under blue light stimulation
is comparable with that of Al2O3:C, current
standard OSL material. This is a very promis-
ing result, even keeping in mind that the spec-
tral sensitivity of the used DA-20 reader is not
optimum for Al2O3:C. Also OSL response of
the polycrystalline LiAlO2 samples prepared
at IFJ was found to be on the similar level.
A potential disadvantage of the studied sam-
ples is observed fading. This will be an im-
portant factor in the planned optimization of
the preparation techniques. Taking into ac-
count many important factors of the crystal
growth, which might be subjected to opti-
mization, like temperature, gas atmosphere,
dopants, as well as possible post-growth ther-
mal treatment, one may expect a possibil-
ity of considerable improvement of the ma-
terial properties. Furthermore investigations
of other dosimetric properties, including re-
sponse to neutrons, are foreseen.

? ? ?
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Activation analysis is a well known analytical technique which provides both qual-
itative and quantitative analysis of major, minor and trace elements in a given
matrix, without or with chemical separation. Activation by charged particles like
protons is by no means restricted to the low atomic number elements, although
after appropriate optimization procedures, proton activation analysis can be highly
effective in simultaneous quantitative determination of medium-heavy trace ele-
ments in biological samples. AIC-144 cyclotron at the Institute of Nuclear Physics
Polish Academy of Sciences can accelerate proton up to the energy of 60 MeV
while the beam intensity does not exceed 50 nA (which is suitable for the radio-
therapy of eye melanoma). Since 2010 we have studied several types of biological
samples trying to check whether a proton beam with such intensity and energy
can be used in activation analysis. As a result the elements which are possible
to be determined under the above-mentioned experimental conditions have been
selected. The sources of possible interferences were also identified.

ICP MS (Inductively Coupled Plasma Mass
Spectrometry), ICP AES (Inductively Cou-
pled Plasma Atomic Emission Spectrometry),
ICP OES (Inductively Coupled Plasma Op-
tical Emission Spectrometry), AAS (Atomic
Absorption Spectrometry), AFS (Atomic Flu-
orescence Spectrometry) and XRF (X-ray
Fluorescence Spectrometry) are nowadays
very useful tools in environmental, biological,
and geological samples analysis. These meth-
ods have almost completely superseded the
activation techniques of qualitative and quan-
titative trace elements determination. It does
not mean that they are better in terms of ob-
tained detection limits and the accuracy of
results. The problem with such nuclear an-
alytical techniques like activation analysis is
the necessity for a research centre to posses
the appropriate radiation source and high
exploitation costs related to it, which com-
prises a kind of inconvenience. Most of the
cyclotrons existing in the world today are ded-
icated to the isotope production or hadron
therapy for cancer treatment. No one consid-

ers today the use of proton beam for other
purposes like activation analysis although it
seems that this topic is not exhaustible. The
only activation technique which is still ex-
panded is the neutron activation analysis.
Meanwhile, proton (charged particle) activa-
tion analysis (CPAA) could often complement
the studies conducted using neutron activa-
tion analysis (NAA), although it has predomi-
nant applications in the determination of light
elements, which are inaccessible to NAA. Af-
ter the appropriate optimization procedures,
proton activation analysis can be highly effec-
tive in simultaneous quantitative determina-
tion of medium-heavy trace elements in bio-
logical samples. So far, the papers published
on CPAA of biological materials have shown
the results of studies in which the applied pro-
ton energy was less than 32 MeV (usually it
varied from 12 to 31 MeV), with the beam in-
tensities up to 500 nA. [1] There is no point
in looking for the data from activations using
higher energy proton beams because it simply
does not exist.
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Table 1: Precision of iodine determination in biological reference material BCR 279.

Sample ID Iodine concentration [µg/g] Reference [µg/g]
1 162±15 —
2 155±18 —
3 157±21 —
4 159±13 —
5 160±23 —
6 154±20 —

Mean 157,8±3,1 158±4

After modernization, which took place in
2004, the AIC-144 isochronous cyclotron at
the Henryk Niewodniczański Institut of Nu-
clear Physics Polish Academy of Sciences was
adopted to the medical application such as
radiotherapy of eye melanoma. This means
that the only obtained protons’ energy now
is 60 MeV, while the beam intensity does not
exceed 50 nA. Such conditions were suitable
for cancer treatment but not for commer-
cial scale radioisotope productions. A ques-
tion has arisen whether a proton beam with
such intensity and energy could be used for
other applications like quantitative and qual-
itative analysis of different kind of materi-
als, and if so, what elements could be de-
terminate. To answer this question, four bio-
logical reference materials issued by National
Institute of Standards and Technology, USA
(NIST), Institute for Reference Materials and
Measurements, Belgium (IRMM), and Insti-
tute of Nuclear Chemistry and Technology,
Poland (INCT), have been examined and ele-
ments which are possible to be determined un-
der afore-mentioned experimental conditions
have been selected. The procedure for sample
preparation was described elsewhere. [2,3] All
employed reagents of analytical grade, which
were used as working standard solutions, were
purchased from Sigma-Aldrich.

A rotating sample holder was designed
to irradiate many samples simultaneously
and uniformly. Each sample was sealed sep-
arately into a polypropylene vial to avoid
the cross contamination of samples. Al foils
(27Al(p,x)24Na reaction) were used to moni-
tor the current of the external proton beam [4]

and to compare it with the current of the in-
ternal beam.

A preliminary analysis was undertaken to
identify the possible channel reactions lead-
ing to the production of radionuclides. It was
shown that 60 MeV of the incident protons
corresponds to the high yield of 123Xe produc-
tion (127I(n,5p)123Xe reaction) and therefore
158,97 keV gamma-ray from 123I

123Xe
β+

−→ 123I , T1/2 =13,27 h

can be used for the 127I detection. It is known
that human body contains 15 − 20 mg of io-
dine with 70− 80% being located in the thy-
roid gland and iodine forms an indispensable
part of thyroid hormones, i.e., thyroxine (T4)
and 3,5,3’-triiodothyronine (T3). [5] Since the
number of methods available for iodine deter-
mination, which are appropriate for use in bi-
ological materials analysis, is highly limited,
we decided to check if the proton activation
analysis would work for iodine determination
in human thyroid samples (when the oppor-
tunity occurs other elements were also ana-
lyzed). In order to establish the precision of
the method, the iodine was determined in six
0,25 g samples of BCR 279. The results are
shown in Table 1. IRMM BCR 279 (Sea let-
tuce) was the only standard for the analysis of
iodine in biological materials (158±4 µg/g). [6]
It was chosen because no other commercially
available reference materials with relatively
low concentration of iron in comparison to
iodine were available. It occurred that the
158,97 keV gamma-ray from 123I tends to
be overlapped with 159,377 keV from 47Sc
(T1/2 = 3,35 d). In case of biological mate-
rials this overlapping cannot be negligible be-
cause of the high concentration of copper. It is
not easy to correct or reduce the interference
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from 47Sc. One could use the ion-exchange
chromatography based on the application of
Dowex 50 W X 4 (100-200 mesh) resin, but
the simplest way is to perform the measure-
ment after several hours of the cooling period
when the 123Xe decayed to 123I and 47Sc has
not managed yet to decay in significantly high
amount. As it was shown, the obtained results
were in good agreement with reference val-
ues. Iodine content in 25 analyzed human thy-
roid samples varied from 0,050±0,033 mg/g to
7,89±0,85 mg/g. The mean value amounted
to 1,24±1,80 (S. D.) mg/g.

It is concluded that the proposed method
seems to be useful for trace iodine concen-
tration determination because of its simplic-
ity and relatively good sensitivity. Further
studies should be undertaken to extend this
method for iodine determination to urine,
blood and serum samples. This could be only
done if irradiate previously liofilized biologi-
cal material to eliminate the influence of 7Be
(which is produced via 16O(p, spall)7Be spal-
lation reactions) on the high Compton con-
tinuum when using gamma-ray spectrometry.

? ? ?
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A two-dimensional radiotherapy proton beam imaging sys-
tem based on a scintillator and a CCD camera — prelimi-
nary results
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In the process of preparing a proton beam for radiotherapy, quality control (QC) of
the beam parameters of pristine and spread-out proton beams is necessary. Among
the controlled parameters are: transverse profiles of proton beam emittance, uni-
formity of dose and extent of lateral penumbra across the beam cross-section at
different beam depths (ranges), and dose and distal fall of along the beam range,
for pristine and spread-out radiotherapy beams. So far, such measurements are
performed by scanning a semiconductor diode along and across the beam, a labo-
rious and time-consuming process. To facilitate and speed-up this process, a beam
imaging system is under development at IFJ PAN, comprised of a beam-imaging
scintillator, a high-resolution CCD camera, and a data acquisition system with
dedicated image processing software. Results of preliminary tests of a prototype of
this beam imaging system are reported.

Ocular proton therapy is currently being
performed at IFJ PAN using 60 MeV protons
from the AIC-144 isochronous cyclotron. [1]
To cover the volume of the melanoma tumour
in the eye, passive spreading system of the
proton beam is used, whereby an individu-
ally designed absorber of variable thickness,
is applied. The absorber allows the narrow
Bragg peak of the proton beam to be con-
verted to a broader spread-out Bragg peak
(SOBP), effectively as a superposition of suit-
ably range-displaced and intensity-matched
Bragg peaks, achieving uniform dose distri-
bution along the range of the SOBP. Addi-
tionally, the proton beam is individually col-
limated for each patient. Prior to patient ex-
posure, the passively formed and collimated
proton beam has to undergo a strict Quality
Control (QC) procedure to verify the correct-
ness of uniformity of dose and extent of lat-
eral penumbra across the beam cross-section
at different beam depths (ranges), and unifor-
mity of dose and distal fall of along the beam
range, against the therapy planning calcula-
tions. Presently, such measurements are being
performed by scanning a semiconductor diode

along and across the beam, a laborious and
time-consuming process.

In 2013 a new IBA-Proteus C-235 cyclotron
recently installed at IFJ PAN will begin op-
eration, with a 230 MeV proton beam ded-
icated to cancer therapy and basic nuclear
physics research. In 2014 a rotating beam line
(Gantry) and a scanning beam head will be
added to this facility, enabling this new beam
to be used for treating all locations in the can-
cer patient from any direction. The spot scan-
ning beam technique available at IFJ PAN
from 2015 onwards, allows three-dimensional
conformation of the dose to the target volume,
replacing the passive Bragg peak spreading
technique.

Clinical application of passive beam scat-
tering or of scanned proton pencil beam tech-
niques in radiotherapy requires that precise
localization and repeatability of the physical
parameters of the beam be verified In partic-
ular, accurate measurements of the dose dis-
tribution along the beam range (the percent
dose-depth — PDD) and across the beam axis
(the dose profiles) at different beam depths
are essential. Such measurements are part of
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Figure 1: Layout of the beam scanning sys-
tem under development.

the QA (Quality Assurance) system in radio-
therapy, to enable precise and repeatable de-
livery of the beam dose to the tumour volume.
To fulfil this requirement and to speed up the
beam quality control procedure, a new sys-
tem for proton beam spatial fluency imaging
is under development.

Our prototype system consists of a
Gd2O2S:Tb (Gadolinium Sulphate Oxide
doped with Terbium) scintillator [2] to effi-
ciently convert the passage of protons of the
beam through the scintillator to visible light
pulses, and of a sensitive ATIK 383 CCD cam-
era of high spatial resolution (3362x2504 pix-
els), able to record the 550 nm light emit-
ted by the proton- irradiated scintillator. The
overall scheme of the system is presented in
Fig. 1. Modern CCD cameras offer high res-
olution imaging in visible-light wavelength
range with a greyscale level of up to 16 bits.
To avoid radiation damage to the CCD cam-
era sensor from protons in the beam, the cam-
era is positioned perpendicularly to the beam
axis and light from the scintillator is reflected
by a 45-degree glass mirror. Hence, correct
performance of the optical system to view the
scintillator surface by the CCD camera is also
an important feature of the device. The ATIK

383 CCD camera is a digital output camera,
whereby the digital signal is transmitted via
an USB interface to the data acquisition sys-
tem where data can be analyzed with Lab-
VIEW software. The acquired images undergo
detailed analysis in order to extract the phys-
ical and geometrical parameters of the beam.
Prototype in-house developed software for im-
age analysis is being developed in MATLAB
programming environment. The specific func-
tions and algorithms are then moved to NI
LabVIEW environment. The general aim of
the PhD project is to develop a stand-alone
system using LabVIEW, to acquire beam im-
ages and to determine the physical and geo-
metrical parameters of the beam by executing
one software command.

The most important elements of the beam
imaging system are the CCD camera and the
scintillating screen. The requirements which
the scintillator should fulfil to be applied in
constructed system, are: [3,4]

• the scintillation spectrum and CCD
sensor spectral sensitivity should be
matched (350 – 550 nm);

• the scintillator should be as thin as pos-
sible (no thicker than 2 mm) so as not to
markedly affect the range of the proton
beam;

Figure 2: Average intensity of light from the
Gd2O2S:Tb scintillator (recorded with CCD
sensor) per dose (MU) as a function of ab-
sorbed dose. The available CCD signal inten-
sity range is 0 – 65536.
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Figure 3: Background level as a function of
absorbed dose. The available CCD signal in-
tensity range is 0 – 65536.

• high scintillation efficiency is necessary,
to gather an image of sufficient intensity
over a reasonably short exposure time;

• scintillation efficiency should be a lin-
ear function of ionizing particle energy,
enabling proton energy fluence distribu-
tions to be measured.

In the prototype system a Gd2O2S:Tb scintil-
lator was used. Preliminary measurements of
this scintillator allowed us to evaluate its ap-
plicability in the system under development.
In Fig. 2 the intensity of light form the scin-
tillator per dose, measured in Monitor Units
(MU), is presented as a function of the dose.
Each value is calculated as the most prob-
able pixel readout value (i.e. the argument
of the maximum of best-fitted Gaussian to
the histogram of pixel values over the Region
Of Interest — ROI). Each point represents
light intensity per dose unit, the dose being
measured by the Monitor Ionization Cham-
ber. It is readily seen from Fig. 2 that the in-
crease of scintillating light intensity per dose
is not constant with increasing dose. This is
an undesired property of Gd2O2S:Tb as it
implies that light intensity recorded by the
CCD camera is not proportional to the de-
posited beam dose, so it cannot be applied in
measurements of the energy parameters of the
beam. Moreover, as shown in Fig. 3, the back-
ground level of the Gd2O2S:Tb screen changes

dynamically. This level varies with the dose
absorbed in the scintillator, expressed as the
dose. While the background level should be
a linear function of the dose, a second-order
function best fits the measured data. This en-
tails an unwanted apparent increase of the
measured dose, as the abnormally high back-
ground (light intensity induced by the dose
deposited in the scintillator) would contribute
to dose measurement. [5,6] This nonlinearity
makes reliable measurements over the Bragg
peak or the spread-out Bragg peak impossi-
ble. Thus, the Gd2O2S:Tb scintillator exam-
ined so far, will not meet the requirements of
the system under development. It is necessary
to investigate other types of scintillators to
find the one most suitable. Among candidates
to be considered are: Thallium doped caesium
iodide (CsI:Tl), calcium tungsten-based in-
tensifying screens (type PERLUX Universal,
models: 28868UH, 28868UV, UH060478, UV
060478), rare earth-doped intensifying screens
(type PERLUX, models: 752213, 851260) or
plastic scintillators (type BC404 and BC408).

Figure 4: 2-dimensional spatial fluence dis-
tribution of the 60 MeV proton beam recorded
with the new system under development (A),
and a profile extracted from this distribution
(B).

103



Proceedings of the ISD Workshops M. Boberek

The beam imaging system under develop-
ment will allow on-line control of the spa-
tial stability of the beam. It is expected
that beam parameters will be calculated more
rapidly (i.e. within up to 10 seconds, against
the present 4 minutes) and acquired more
efficiently. In Fig. 4 an example is shown
of the 2-dimensional beam fluence distribu-
tion recorded with the new system, using the
Gd2O2S:Tb scintillator. Lateral profiles over
any beam intersection plane (such as the one
presented in figure 4) can be drawn from such
images. In the current ocular treatment facil-
ity the space and energy parameters of the
proton beam are measured with a silicone
diode and by ionization chambers. These de-
vices provide only the 1-dimensional fluence
distribution in a single measurement cycle.
Fig. 5 presents a current 1-dimensional mea-
surement of the spatial distribution of proton
beam fluence recorded with a semiconductor
diode. The X and Y profiles are measured
with a the diode and the depth dose distri-
bution over the Bragg peak — with a Marcus
Ionization Chamber.

The presented beam imaging system under
development enables 2D spatial distribution
of the 60 MeV proton beam allows the 2-D im-
age of proton beam intensity to be determined
within about 10 seconds. The CCD camera-
based recording, accompanied by dedicated
software provides high resolution imaging of
the scintillating events. This is expected to
result in high precision real-time dose mea-
surements within the dose estimation proce-
dure prior to patient treatment. Better qual-
ity of spatial fluence imaging is an impor-
tant element of the Quality Assurance Sys-
tem, through which the highest medical stan-
dards are maintained by precise evaluation of
the physical characteristics of the radiother-
apy proton beam.

The contribution of Dr. Jan Swakoń in de-
veloping the design of the instrument and
of Marta Ptaszkiewicz and Liliana Stolarczyk
in performing some of the reported measure-
ments, are gratefully acknowledged.

Figure 5: Spatial distribution of proton
beam fluence measured with a silicon diode.
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Advanced readout systems need to transmit a lot of information to data cen-
ter. It’s not possible without advanced data transmission and data serialization
circuits. Multichannel readout systems, with multichannel analog to digital con-
verters (ADC) produce hundreds megabytes of data needed to be send in real time.
Parallel transmission requires a huge amount of wires, which are not feasible in
high energy physics experiments. Data serialization and transmission circuits are
necessary to convert parallel data from multiple channels to serial data and send
it using single wire or optical fiber. Integrated digital serialization systems re-
quire high-frequency clocks, generated by frequency multiplication circuits based
on Phase Locked Loops.

Typical multichannel readout system is
presented on Fig. 1. Signal generated in ra-
diation sensors goes to charge preamplifier,
which produces at its output a voltage signal
in response to a current input signal coming
from the sensor. [1] The amplitude of this sig-
nal is proportional to input charge. After the
shaping, signal goes to Analog to Digital Con-
verter (ADC), which converts it to digital rep-
resentation. Number of ADC bits determines
precision of analog to digital conversion and
the width of parallel large amount of data
need to be read in multi-channel system on
the parallel bus. For example the readout sys-
tem for LHCb experiment, 128 channels with
6-bit ADC, produce 768 bits of data per one
sample. The output bus in this system should
have 768 wires (without any serialization). In
practice it is not possible to use large num-
ber of connections between analog to digital
converters and data processing systems and
transmitters, so each readout channel includes
it’s own serialization circuit (1st serialization
level). For 6-bit ADC (for LHCb) each chan-
nel produces serial output signal with bitrate
240 Mbit s−1 — 6 times faster than sampling
frequency, which is equal to 40 MHz. Serial
data from 128 channels go to next level seri-
alizators, which give 4 serial data links with
faster data rate (optical fiber). In principle

number of channels connected to one serial-
izer depends on readout system architecture
and maximum output frequency obtained by
serial data transmitter. In realistic readout
systems often it is not possible to transmit all
data generated in channels. Zero suppression
circuit is necessary to reduce data transmis-
sion rate. In LHCb experiment output data
rate was estimated to four links 320 Mbit s−1

each.
Fig. 2 shows principle of data serializa-

tion. [2] Parallel input data goes from 10-bit
analog to digital converter, sampled with fre-
quency fs. For multiplication by 10 a phase
locked loop (PLL) is used. The PLL output
is used to clock the counter and multiplexer
inside the serializer. Every rising edge of sam-
ple clock produces 10 bits of new data. During
one sample clock period all 10 bits should be
sent, so one bit lasts 1/10 of this time.

Phase locked loop [3] block diagram is
shown in Fig. 3. Input reference signal (fin)
goes directly to the phase frequency detec-
tor (PFD). Second PFD input is connected to
frequency divider, which divides output sig-
nal frequency by 10. Phase frequency detector
compares frequencies and phases of reference
and divided output signal. When two PFD in-
put signals have the same frequency and the
time shift between them is equal ∆t, the phase
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Figure 1: Typical multichannel readout system.

Figure 2: Data serialization principle.

shift is given by

∆φ=
∆t

T
· 2π [rad] , (1)

where ∆t is delay between signals and T —
input signals period.

Phase and frequency detector produces two
output signals (U and D), which control
charge pump current pulses. When ∆φ is pos-
itive, signal U is active and low-pass filter is
charging. When ∆φ is negative low-pass fil-
ter is discharging. In result average value of
charge pump current is given by Eq. 2 where
KPD is the phase and frequency detector gain.

ICP =
IP
2π
·∆φ=KPD ·∆φ , (2)

∆φ=KPD · (φREF−φCLK) , (3)

where φREF is input signal phase and φCLK

— output signal phase.

In simple implementation a RC circuit is
used as low-pass filter and voltage controlled
oscillator (VCO) has linear transfer function.
The output VCO frequency linearly depends
on low-pass filter voltage (Vcn) with gain KV.
For simplicity lets set the division factor in
feedback loop equal to 1. Transfer function is
given by

H(s)=
φCLK

φREF
=

ICPKV

2πs

(
1
sC +R

)
1+ ICPKV

2πs

(
1
sC +R

) . (4)

According to new variables

ωn =

√
ICPKV

2πC
, ξ =

1

2
· ωnRC , (5)

output signal phase is given by

φCLK(s)=
ω2

n+2ξωn · s
s2+2ξωn · s+ω2

n

· φi

s
, (6)

where φi is amplitude of phase jump.
Transforming this function to time domain

gives equation similar to

φCLK(t)=φi+φi · e−At · cos (Bt+C) , (7)

Figure 3: Phase locked loop block diagram.
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Figure 4: Voltage controlled oscillator layout in IBM 130 nm technology.

where A, B and C are constant values. A
small phase jump at input gives oscillation
damped by e−At. After PLL synchronization
the φCLK is equal to φREF, the low-pass filter
voltage is constant and also the output signal
frequency is constant.

Phase locked loop prototype was design in
IBM 130 nm technology and submitted in
february 2012. This design obtained in simu-
lation low power consumption around 0,2 mW
at frequency 500 MHz and works correctly
in output frequency range from 60 MHz to
520 MHz. Implemented of switched divider
(by 8 or by 10) makes this design suitable for
data serialization from 8-bit or 10-bit ADC.
Fig. 5 shows transient simulation results at
VCO input of PLL prototype. After power on
the voltage controlled oscillator starts with
random frequency. The low-pass filter Vcn
voltage is changing until the phase of divided
output signal is equal to the phase of reference
signal. In result VCO oscillates at 8 or 10 (de-
pends on divider) times higher frequency than
reference signal.

Second PLL prototype, submitted in May
2012 has very wide output frequency range
(8 MHz – 3 GHz) and very low power con-
sumption around 1 mW at 3 GHz. Main ad-
vantages of this design are automatically ad-
justable VCO modes, and increased number
of feedback loop division factors (6, 8, 10 or
16). The main application of second phase
locked loop prototype is data serialization in

Figure 5: PLL simulation results — synchro-
nization.

6-bit ADC, designed for LHCb experiment.
After simulations the layout was manually
drawn in IBM 130 nm technology. Fig. 4
shows the layout of voltage controlled oscil-
lator used in second PLL prototype. In the
end of design process also post-layout simula-
tions were done using parastatic components
extracted from layout.

? ? ?

1 K. Korbel, Układy elektroniki Front-
End, (Uczelniane Wydawnictwa Naukowo-
Dydaktyczne, 2000).

2 G. Cervelli, IEEE T. Nucl. Sci. 51, 836
(2004).

3 D. Abramovitch, P. Amer. Contr. Conf. 1,
1 (2002).
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Development of detectors for high energy physics experiments causes continuous
increase in the requirements for readout electronics. The designs of two prototype
front-end electronics ASICs for detector readout are presented. Switched gain with
simple CR−RC shaping front-end electronics for luminocity detector (LumiCal) at
the International Linear Collider (ILC) design is discussed in detail. Challenges
on pulse shaping for Large Hadron Collider beauty (LHCb) experiment upgrade
with the proposed solution are presented.

Future high energy physics experiments
such as Large Hadron Collider beauty
(LHCb) or the International Linear Collider
(ILC) will contain multilayer strip detectors.
The main task of tracking system at LHCb is
to provide efficient reconstruction of charged
particle tracks, while the luminocity detec-
tor at ILC should both reconstructs the track
and measure the deposited energy. The Sil-
icon Tracker at LHCb experiment at Large
Hadron Collider (LHC) comprises two detec-
tors — the Trigger Tracker (TT) and the In-
ner Tracker (IT). Both TT and IT are built
of silicon detectors divided into strips with
pitch around 200 µm. The TT is composed
of the few 150 cm wide and 130 cm high pla-
nar tracking stations, which are located up-
stream of the LHCb dipole magnet, while the
IT is composed of three large planar tracking
stations about 120 cm wide and 40 cm high
and is located downstream of the magnet. In
total the whole Silicon Tracer contains above
270 000 channels [1] and can reproduce the po-
sition of particle with resolution better than
0,05 mm. Luminocity detector (LumiCal) at
ILC is composed of 30 interleaved layers of ac-
tive silicon detector and passive wolfram ab-
sorbers. The active layer covering the whole
azimutal angle is divided into 24 azimutal sec-
tors, each of them comprises 96 radial pads of
300 µm thick silicon sensor. The whole system
contains about 140 000 channels. [2]

Large amount of detector channels in both
experiments requires a new approach to read-
out electronics design, specially to fullfill the
restrictions on power consumption and occu-
pied area. The whole channel readout elec-
tronics, comprising both analog and digital
circuits, should be integrated in a multichan-
nel readout system ASIC as shown in Fig. 1.
The digital part contains Analog to Digital
Converters (ADCs) and the digital data pro-
cessing, such as zeros suppression, transmis-
sion protocol encapsulation and parallel to se-
rial conversion (serialization). Prototypes of
10-bit (for ILC) and 6-bit (for LHCb) ADCs
were already designed and fabricated). The
analog part of readout — front-end electron-
ics contains a preamplifier and a pulse shap-
ing circuit (shaper). This work presents the
design of ASICs prototype of the front-end
electronics for both LHCb and ILC experi-
ments.

Two front-end circuits were designed corre-
sponding to different requirements in both ex-
periments as shown in Table 1. Both designs
comprise charge sensitive preamplifier [3] with
slightly different feedback circuit. The front-
end for LumiCal detector should work in two
modes (calibration and physics) to cover the
whole input dynamic range. In the calibra-
tion mode it should be able to measure sig-
nals as small as 2 fC, corresponding to low
end of Landau distribution for minimum ion-
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Figure 1: Architecture of multichannel detector readout chip.

Table 1: Readout chip requirement for LumiCal and IT/TT detectors.

ILC LHCb
Variable LumiCal IT TT

Load capacitance per channel [pF] 5 – 50 5 – 35 35 – 49
Dynamic range [fC] 2 – 10 000 2 – 10 2 – 10
Peaking Time [ns] 50 25 25
Signal polarity positive negative positive/negative
Pulse shape CR−RC CR−RCn CR−RCn

Maximum ENC [e−] 1250 at 30 pF 1000 at 10 pF 1000 at 10 pF
ADC resolution [bits] 10 6 6

izing particle (MIP) in 300 µm thick silicon.
In the calibration mode the equivalent noise
charge (ENC) of at most 0,2 fC — for typical
detector capacitance 30 pF — should be ob-
tained in order to achieve the signal to noise
ratio (SNR) above 10. The preamplifier feed-
back time constant was optimized to achieve
lowest possible noise [4] and is equal to 400 ns.
In the physics mode electromagnetic showers
in detector results in high energy depositions
which can produce up to 10 pC charge at
the preamplifier input. The preamplifier out-
put dynamic range is limited by technology
(IBM 130 nm) power supply voltage to about
300 mV. The output amplitude Vpreamp in
function of input charge Qin can be approxi-
mated as

Vpreamp≈
Qin

Cfeed
, (1)

where Cfeed is the preamplifier feedback ca-
pacitance. Due to the limitation in ASIC
area and parasitic couplings the feedback ca-
pacitance Cfeed was set to 20 pF which re-
sults in charge dynamic range about 6 pC,

slightly less than the specified maximum
charge 10 pC. To simplify shaper design the
feedback time constant is the same in physics
and calibration mode one.

Figure 2: Front-end for LumiCal architec-
ture.

The next stage of front-end electronics is
pole-zero cancellation circuit (PZC) shown in
Fig 2. Assuming preamplifier feedback time
constant τfeed =RfeedCfeed and time constant
of pole-zero cancellation τPZC = RPZCCPZC

the transfer function of preamplifier and PZC
circuit is given by [3]

Uout(s)

Iin(s)
=

1

Cfeed

s+ 1
τPZC

s+ 1
τfeed

. (2)
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Figure 3: Normalized nuclear pulse shape at
different shaping order CR−RCn.

As seen from Eq. 2 the condition τfeed =τPZC

is required to cancel the amplifier pool. If this
equality is hold, the current gain of preampli-
fier with PZC circuit is given by ratio

kI =
Iout(s)

Iin(s)
=
CPZC

Cfeed
=
Rfeed

Rpzc
. (3)

For LumiCal design in calibration mode the
current gain is set to kI =40, which gives CPZC

equal to 20 pF, while in physics mode the cur-
rent gain is set to one.

It is well known [4] that CR−RC2 pulse
shaping is usually used to reduce equivalent
noise charge of front-end electronics. For Lu-
miCal readout simplest CR−RC pulse shape
was chosen in order to allow efficient digi-
tal signal processing (DSP). [5] Analog pulses
formed by CR−RC shaper are digitalized by
internal ADC (as shown in readout chip ar-
chitecture, Fig. 1) and represented as time-
discrete sequence of digital samples. The sam-
ples can be filtered in digital domain using
one of digital filters architecture such as Fi-
nite Impulse Response (FIR) — non recur-
sive linear filter. [6] The result of FIR filter
is weighted average (called convolution) of N
digital samples vk

sk =

N−1∑
i=0

wivk−1 , (4)

where sk is the output sample and wi repre-
sent samples weight. It is also possible to per-
form inverse processing called deconvolution
which allows to reproduce input signal from
filtered output sk. The deconvoluted pulse al-
lows to obtain precise information about time

Figure 4: LHCb front-end output pulse for
12 fC (3 MIPs) input charge.

and charge deposited by ionizing particle in
detector. The number N of samples (and also
samples weights wi) required by deconvolu-
tion algorithm depends on shaping filter or-
der. Higher order filter require more samples
N and more calculations to obtain deconvolu-
tion which results in higher power consump-
tion. The deconvolution computational com-
plexity can be easily reduced using the sim-
plest CR−RC shaping.

The complete front-end chain for LumiCal
detector is presented in Fig. 2. The CR−RC
shaping is obtained using single amplifier with
two pole transfer function formed by feedback
circuit (Csh and Rsh) and PZC circuit com-
bined with input resistance Rn. Using Eq. (2)
and assuming that τfeed = τPZC the whole
front-end transfer function can be represented
as

Uout(s)

Iin(s)
=

1

CfeedRnCsh
× 1

s+ 1
CshRsh

× (5)

× 1

s+ 1
CPZC(RPZC||Rn)

,

where

Tpeak =τsh =CshRsh =
CPZCRPZCRn

RPZC+Rn
, (6)

is needed to obtain the CR−RC shaping.
Unlike the LumiCal preamplifier, only one

gain mode is needed for LHCb experiment
readout to cover the whole input dynamic
range (Table 1). The preamplifier feedback
time constant was set to 60 ns with small
100 fF Cfeed, in order to obtain high gain,
and large 600 kΩ resistor Rfeed with negligi-
ble parasitics effects. Such configuration gives
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output dynamic range about 30 fC. Pole-zero
cancellation circuit similarly as it was de-
signed according to the Eq. (2) shown previ-
ously for LumiCal detector. Pseudo-gaussian
pulse shaping designed for LHCb prototype
(described later) determines the PZC capaci-
tance value and gives current gain kI≈18,7.

Pulse shaping for LHCb experiment is more
complicated. The main goal is to achieve sig-
nal level below 5% of pulse amplitude at time
equal 2Tpeak =50 ns. Fig. 3 shows the normal-
ized pulse shape in function of CR−RCn or-
der. Even as high shaping order as CR−RC8

is not enough to meet the mentioned above
shape requirement, since at 50 ns the signal is
still above 6,3% of maximum amplitude. Ob-
taining the 10-th order pulse shaping using
typical (Sallen-Key) filter topology requires
a chain of at least 5 stages of shapers and
oversteps the limitation in power consump-
tion and occupied ASIC area. The solution to
this problem was proposed by Nowlin [7] and
Ohkawa [8]. Adding the complex poles ans ze-
roes to the filter transfer function allows to
obtain the pseudo-gaussian pulse shape using
lower filter order n than the CR−RCn one.
The transfer function H(s), when the num-
ber of poles is odd is given by formula: [8]

H(s)=

A0

k∏
i=1

(
A2
i +W 2

i

)
(σs+A0)

k∏
i=1

[
(σs+Ai)

2
+W 2

i

] , (7)

and when is even by

H(s)=

k∏
i=1

(
A2
i +W 2

i

)
k∏
i=1

[
(σs+Ai)

2
+W 2

i

] , (8)

where A0 is the real pole, Ai and Wi are the
real and imaginary parts of the complex pole
pair, k is the number of complex pole pairs
and σ = 1,0844τ where τ if filter time con-
stant. Since the transfer function given by for-
mulas (7) and (8) is to complicated for ana-
lytical analysis, numerical computation was
used to determinate real and complex poles

and zeroes for this design. Pulse shape ob-
tained from simulation of the LHCb front-end
is shown on Fig. 4. Pulse amplitude is equal
507,4 mV for 12 fC (3 MIPs) input charge.
Peaking time for 5 pF detector capacitance
is about 24 ns. Some overshoot observed at
the pulse end is negligible since its amplitude
is only 6,4 mV (1,26% of pulse amplitude)
below the base line. Signal level at 50 ns is
about 0,61% of pulse amplitude. Simulation
results shows that all requirements for the
LHCb front-end pulse shape are met.

Both front-end prototypes, for LumiCal de-
tector and LHCb experiment, were send for
fabrication in february 2013. Measurements
results and complete ASICs performance test
are expected in the first half of the year 2013.

? ? ?
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A brief description of the front-end electronics for the silicon sensors that must
fulfill very strict requirements given by the modern HEP experiments is presented.
The letter contains a comparison of two popular deep-submicron CMOS technolo-
gies (130 nm and 350 nm) used for IC fabrication. Special attention has been
paid to the noise analysis which is a key aspect in the readout electronics design
process.

Modern High Energy Physics (HEP) exper-
iments demand very precise measurement of
the particle tracks and the energy of hadro-
nisation products. High particle flux and col-
lision rate require high detector granularity.
Strict requirements for the detector perfor-
mance have great influence on the readout
electronics that has to be optimised in terms
of speed, silicon area, power consumption and
the noise performance. A typical front-end
electronics circuit is shown in Fig. 1. A cur-
rent signal generated by a charged particle
traversing the active volume of the detector is
integrated on a feedback capacitance (CF) of
the charge sensitive amplifier (CSA), followed
by a pulse shaper realised in a band-pass fil-
ter topology. The pulse shaper circuitry with
optimised signal-to-noise ratio (SNR) forms a
signal into desired shape. The overall system
performance in terms of noise and speed is de-
termined mainly by the design of the pream-
plifier, thus the paper focuses only on this par-
ticular building block of the front–end read-
out chain.

Present designs of the front-end electronics
for HEP experiments are still manufactured
in rather old CMOS processes (between 130
and 350 nm) due to their good analogue pa-
rameters (intrinsic gain, supply voltage, etc.)
combined with low power consumption, low
fabrication costs and satisfactory intrinsic ra-
diation tolerance. Table 1 shows the compari-
son of transistor parameters from two popular

technologies. [1,2] From Table 1 it can be ob-
served that technology downscaling results in
an increase of transistor speed and transcon-
ductance (higher transition frequency ft and
current gain K) but the intrinsic transis-
tor gain and output dynamic range (due to
lower power supply voltage) are significantly
smaller.

A simplified schematic diagram of the CSA
implemented as voltage amplifier with tran-
simpendance feedback loop (RF, CF) is shown
in Fig. 2. Resistor RF is used as DC feed-
back path to discharge capacitor CF and avoid
CSA saturation. The amplitude of the out-
put voltage is proportional to the input charge
(Qin) with the charge gain (Kq) inversely pro-
portional to feedback capacitance. The signal
generated by charged particles in radiation
detector is small, e.g. a minimum ionisation
particle (MIP) generates about 24000 elec-
trons, while for typical X-rays (5 – 20 keV)
this number is in the range of 1300 – 6000

Figure 1: Block diagram of the front-end
electronics circuitry.
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Table 1: Transistor parameters in two different CMOS processes.

Parameter 350 nm 130 nm
tOX [nm] 7,6 2,2

K (µ · COX) NMOS [µA ·V−2] 170 720
K (µ · COX) PMOS [µA ·V−2] 45 340
typical intrinsic gain (gm · rds) 90 30

Vdd [V] 3,3 1,2 (1,5)
Peak ft [GHz] 28 94

electrons, assuming the typical thickness of
the silicon sensor of 300 µm. This shows the
importance of the noise analysis and the CSA
optimisation during the entire design process.
The main noise sources are: the input transis-
tor, the amplifier loading current source and
for DC coupled detectors, its leakage current.
The small signal equivalent circuit of the CSA
shown in Fig. 3 containing noise sources is
shown below. In the above diagram one can
find two different noise sources: voltage series
noise source and current parallel noise source.
They are characterised with the spectral den-
sity noise of v2

s and i2p, respectively. The series
noise includes: flicker noise of the input tran-
sistor, channel modulation noise of the input
and the load transistors and thermal noise of
the gate resistance:

v2
s =

KF

WLCOXf
+ 4kBT (Req +Rgate) , (1)

where KF is a technology dependent flicker
noise parameter, COX is a gate oxide capac-
itance, W and L are transistor’s width and
length, respectively, and Req is an equivalent
resistance of channel modulation noise and is

Figure 2: Simplified schematic of the CSA.

equal to:
Req =

γ

gm
. (2)

The γ factor depends on transistor inversion
level and the channel length, and it can be in
the range between 0,5 (for long channel tran-
sistors operating in the weak inversion region)
up to 2,5 (for short channel devices). [3] The

Figure 3: Small signal CSA equivalent cir-
cuit used in noise analysis.

parallel noise containing shot noise of detec-
tor (only in semiconductor ones) and thermal
noise of feedback resistor is given by Eq. (3):

i2p = 2qIleak +
4kBT

RF
. (3)

The total noise power spectrum at the out-
put of the CSA circuitry can be calculated as
presented in [4]:

v2
out =

∣∣∣∣Cd+Cin+CF

CF

∣∣∣∣2·v2
s +

∣∣∣∣ 1

ωCF

∣∣∣∣2· i2p . (4)
In order to provide good SNR performance,

a CSA is followed by the band-pass filter re-
sponsible for shaping of the output signal.
The most popular and widely used are filters
from the CR−RCn family with transfer func-
tion given as follows:

H(s) = A · sτ

(1 + sτ)
n+1 , (5)
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where A is a DC gain of filter and τ is its
time constant. The amplitude of an output
signal of a fully analogue block containing an
n–order filter is following:

Vamp =
A

CF
· nn

n! en
·Qin . (6)

As it was mentioned before the input signal
of front-end electronics is a charge collected
in the detector, so the most natural units for
noise analysis are electrons. For this reason a
new parameter called equivalent noise charge
(ENC) is defined. ENC is the charge inject-
ing into the spectrometric chain in a form of
Dirac delta that generates a pulse with the
amplitude equal to the RMS value of noise.
For the first order of filter (n=1) an ENC is
given by formula (7): [5]

ENC ≈

[
i2pτ +

v2
s

τ
· (CF + Cd + Cin)

2
+

4KF

WLCOX
· (CF + Cd + Cin)

2

] 1
2

. (7)

The ENC is determinated by 3 components
related to 3 different noise types. First is re-
lated to the current parallel noise source it
does not depend on the capacitances con-
nected to the input node of the CSA. Its influ-
ence increases with the shaper time constant.
Second s related to thermal series noise. It
decreases with the shaper time constant. The
last component represents flicker noise of the
input transistor and it is independent on the
shaping time. The component related to the
voltage series noise sources is multipled by the
square of the total capacitance conected to
the CSA input. Hence, in first approximation
the realtion between ENC and detector ca-
pacitance is linear.

? ? ?
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Humic substances (HS) are the example of highly problematic pollutants in wa-
ter. HS represent a major fraction of natural organic matter (NOM) in ground
and surface waters. What is more, they react with chlorine species producing
trihalomethanes (THMs), haloacetic acids (HAAs) and other halogenated disin-
fection by-products (DBPs) in chlorinated waters. [1] THMs have been known to
cause cancer and other toxic effects in human beings. [2] For these reasons, new
technologies are being developed, which would decontaminate heavy organics from
water in an efficient, inexpensive and secure way. In this work the main emphasis
will be put to investigate the synergistic effect between two methods: photocatalytic
oxidation process on the semiconductor surface and chemical oxidation using ac-
tive substances, which in turn will lead to improvement the removal efficiency of
NOM from water, with efficiency greatly exceeding the performance achieved by
traditional methods.

The effectiveness of TiO2 photocatalytic
oxidation for removal of humic substances
from water with the use of titanium dioxide
powder (Degussa P-25) and with the addi-
tion of oxidant-sodium persulphate has been
investigated. The photocatalytic removal of
the model humic component (humic acid
sodium salt, Aldrich) under UV irradiation
was examined by monitoring changes in the
absorbance measured at the wavelength of
254 nm (UV254) that is widely accepted as
a parameter which shows degradation rate of
humic acids. It is often applied as a surro-
gate parameter to for the total organic carbon
(TOC) — usually used coefficient to measure
photodegradation of HA. [3] The photodegra-
dation rate of HA has also been followed by
the determination of Chemical Oxygen De-
mand (COD). The intensification of photocat-
alytic process through the simultaneous ap-
plication of chemical oxidant (sodium persul-
phate) and titanium dioxide was the main
part of investigations in this work.

The photodegradation experiments were
performed in two quartz flat bottomed batch
reactors of the volume 40 ml as shown in
Fig. 1. In one of the reactors halogen lamp

(150 W) was used as the artificial sunlight
(ASL) source, in the other one, dedicated
for ultraviolet (UV) region, the high pressure
xenon arc lamp (250 W) was applied. Both
lamps were used without any cut-off filters,
except the layer of cooling water flowing be-
low the bottom of the cell. The cell illumina-

Figure 1: The scheme of the quartz flat bot-
tomed photoreactor.
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Figure 2: Changes of absorbance at 254 nm
of HA solution under UV and ASL irradia-
tion at the presence of TiO2. Concentration
of photocatalyst: 100 mg l−1, concentration of
HA: 40 mg l−1.

tion was monitored by the radiometer. The
radiation intensity was 68,8 mW cm−2 for
ASL and 48,8 mW cm−2 for UV source. The
photocatalyst suspension was stirred during
the experiments with a mechanical stirrer at
a constant rate of 300 rpm. The temperature
was stabilized at 25± 0,5◦C. Together with
the sample used in the photocatalytic exper-
iment an identical reference sample was al-
ways prepared and kept in dark during the
same time period. The UV absorption of the
supernatant at the wavelength of 254 nm was
measured using Specord 40 (Analytic Jena)
single beam spectrophotometer. COD values
were determined according to the Standard
Method — PN-85/C-04578.02. In preliminary
studies we observed no degradation under vis-
ible light and a very low degradation rate
under UV. After 9 hours of irradiation with
the UV lamp only 5,3% decrease of the HA
concentration (absorbance at 254 nm (A254))
was noticed. Since the ultraviolet light alone
wasn’t enough to decompose humic acid, the
effect of simultaneous action of irradiation
and application of photocatalyst — TiO2 was
determined. In the experiment the suspen-
sion consisting of 40 mg l−1 of HA sodium
salt and 100 mg l−1 of TiO2 was exposed to
the ASL and UV radiation. The results are
shown in Figs. 2 and 3 and compared with the
blank experiment. A254 and the normalized

COD are well correlated, which substantiate
the selected spectroscopic detection method.
However, for low concentrations of humic acid
COD was still measurable, whereas decrease
of absorbance was almost 100%. It has been
known that HA is composed of at least two
components, one can adsorb easily at the
TiO2 surface, the other one does not ad-
sorb at all or adsorbs to a very limited ex-
tent. Moreover, the photodegradation reac-
tion of such complicated compounds as HS
does not probably occur in one stage, so in-
termediate species formed during degradation
may not absorb UV light in the range near
254 nm. Therefore, it seems that non-zero
COD value indicated exactly on these parts
of humic substances, which do not degrade
in the first step and consequently their decay
is not detected by UV spectrometry. [4] Much
higher efficiency was achieved when TiO2 and
sodium persulphate were used simultaneously.
The experimental results showed in Fig. 4 in-
dicate that in the presence of UV light the
degradation rate of HA increases with increas-
ing Na2S2O8 concentration. Without photo-
catalyst it reaches 23,6% in concentration of
1×10−3 mol l−1 of sodium persulphate.

But in the case that sodium persulphate
and TiO2 were used together, nearly 90% con-
version was attained after 60 min of UV ir-
radiation. It is also worth to note that af-
ter the visible light illumination c.a. 30% de-
crease of the A254 signal is observed. Hu-

Figure 3: Changes of normalized absorbance
at 254 nm (A254) and COD values of humic
acid solution under UV irradiation.
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Figure 4: The effectiveness of the oxida-
tion of HA by simultaneous action of UV
or ASL radiation, TiO2 and sodium persul-
phate. Irradiation time: 60 min, concentra-
tion of HA: 40 mg l−1, concentration of TiO2:
100 mg l−1, data for experiment without
Na2S2O8: 40 mg l−1 HA + 100 mg l−1 TiO2

in dark.

mic acid does not decompose under ASL
alone. Table 1 provides the collected results
of measurements of the decomposition of
HA in systems: TiO2/UV, Na2S2O8/UV and
TiO2/Na2S2O8/UV. These data clearly indi-
cate on the existence of synergy between the
UV light-activated TiO2 photocatalysis and
sodium persulphate oxidation of humic sub-
stances. That synergy can be observed in both
spectroscopic and COD measurements, al-
though again the COD results indicate on the
uncompleted decomposition of HA in the pho-
tocatalytic process. Literature reports con-
firm that sodium persulphate is the suitable
oxidant, which exhibits synergistic effect with
photocatalytic oxidation on titanium dioxide.
The reactions of persulphate ions (S2O8

2−),
which are created before dissociation of per-
sulphate salts in water and have a strong ox-

idation potential (Eo = 2,01 eV) with vari-
ous organic and inorganic compounds have
been extensively studied. [5,6] During UV ir-
radiation very strong oxidizing species, sul-
phate radical anions — SO4

•− are produced
(the oxidation potential Eo = 2,6 eV). They
may react with photogenerated electrons and
with water molecules producing additionally
hydroxyl radicals. SO4

•− reacts with many
organic compounds as an oxidant more effec-
tively than OH•. The reason would be that
sulphate radical anion is more selective to
oxidation while OH• would react quickly by
hydrogen abstraction or addition. [6] Taking
into account the presence in solution both sul-
phate and hydroxyl radicals, the efficiency im-
provement of organic contaminants degrada-
tion process, which was observed in our inves-
tigations, can be expected.

To summarize, these investigations demon-
strated that more than 50% of humic acid
may be removed from the solution simply by
its adsorption on the titanium dioxide sur-
face if the concentration of TiO2 in suspen-
sion is high enough. 100% removal of HA can
be achieved even at relatively low dosage of
TiO2 (100 mg l−1) if UV illumination of the
suspension is applied for sufficiently long time
(at least 3 hours). Addition of oxidant to the
solution containing TiO2 suspension and dis-
solved humic acid greatly enhances the ac-
tivity of TiO2 in the process of decomposi-
tion of organic substances. We showed that
more than 90% conversion of HA can be ob-
tained when sodium persulphate was applied
as chemical oxidant already after one hour.
Therefore, the synergistic effect was observed
when TiO2 and Na2S2O8 were used simulta-
neously for the removal of humic substances.

Table 1: The results indicating on the synergistic effect of TiO2 and sodium persulphate in
photocatalytic degradation of HA.

40 mg l−1 HA + 40 mg l−1 HA + 40 mg l−1 HA +

Composition of UV 1×10−3 mol l−1 100 mg l−1 TiO2 1×10−3 mol l−1 Na2S2O8

investigated solution Na2S2O8 Degussa + 100 mg l−1 TiO2

Degussa
Type of parameters COD UV COD UV COD UV
Degradation rate [%] 21,1 23,6 21,3 46,1 63,2 90,0
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In this work raw and modified forms of natural clinoptilolite from Kuc̆in (Slo-
vakia) were used as catalysts to test their activities in the transformations of
α-pinene. Raw clinoptilolite was modified to obtain a suitable catalyst with vari-
ous Si/Al ratio by dealumination with hydrochloric acid of different concentrations
and calcination. Catalysts were characterized by X-ray powder diffraction (XRD),
Fourier transform-infrared (FT-IR), N2 gas adsorption-desorption techniques and
27Al and 29Si Magic-Angle-Spinning NMR studies. Isomerization of α-pinene was
chosen as a test reaction. The selectivity towards limonene and camphene forma-
tion on the dealuminated and calcinated samples was strongly preferred.

Zeolites are based on infinitely extend-
ing three-dimensional network of AlO4 and
SiO4 tetrahedra linked to each other by shar-
ing all of the oxygens. More than 30 zeo-
lites occur in natural deposits, of which the
most important in industry are clinoptilolite,
chabazite, mordenite and erionite. [1] Clinop-
tilolite, which is world’s most abundant ze-
olite, belongs to heulandite-group minerals,
because of their similarity of the structure
and composition. The deposits are accompa-
nied by calcite, quartz, aragonite, thenardite,
halite, mordenite, phillipsite and ferrierite.
The framework of clinoptilolite is constructed
of 4-4-1 secondary buildings units. The struc-
ture of crystals contains three types of chan-
nels: A (10-membered, 0,44×0,72 nm), B (8-
membered, 0,41×0,47 nm), both running par-
allel to the crystallographic axis c and C (also
8-membered, 0,40×0,55 nm), which runs par-
allel to the axis a and cross-links the A and B
channels. [2,3]

In this study raw clinoptilolite was modified
by two different methods. First of them was
dealumination. Dealumination is regarded as
isomorphous substitution of the type: Al3+,
M+ → Si4+, where M+ is a cation compen-
sating the negative charge of the aluminosil-
icate framework. The most common charge-
compensating cations in clinoptilolite struc-
ture are Na+, K+, Mg2+ and Ca2+. Net de-

crease of the framework charge and a decrease
in the number of charge-balancing cations are
caused by the insertion of silica. The methods
of dealumination are divided into two groups
depending on the way silicon is provided for
the healing of framework vacancies created
while aluminium is removed from tetrahedral
sites. In the first group of methods no ex-
tra silicon source is added during chemical
or hydrothermal process. The most commonly
chemicals used in this methods are ethylene-
diaminetetraacetic acid (H4EDTA) and min-
eral acids. The external source of silicon is
provided in the second group, for example by
using the silicon tetrachloride vapour or am-
monium hexafluorosilicate. In this work hy-
drochloric acid was used in order to remove
framework aluminium. Acid treatment leads
to the breaking of Al−O bonds, but also
may modify the silicate structure by forma-
tion of a non-crystalline Si-layer and releas-
ing Al. [4] The zeolite was crushed and sieved
to get the fraction <250 µm. After washing
with distilled water clinoptilolite was dealu-
minated with hydrochloric acid of different
concentrations at a temperature of 95◦C for
4 hours. The following concentrations of HCl
were used: 0,05, 0,1, 0,25, 0,5, 1,0, 2,0, 5,0,
8,0 and 11,5 M, respectively. The solid-to-
liquid ratio was always kept constant 1 g of
zeolite : 15 cm3 of HCl solution. Afterwards
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Table 1: Structural parameters calculated from N2 adsorption analysis.

HCl concentration [M] S [m2 g−1] Vmic [cm3 g−1] Smic [m2 g−1] Aext [m2 g−1]

parent clinoptilolite 33,50 0,0032 5,5 27,94

1,0 164,71 0,0533 101,6 63,12

11,5 90,04 0,0183 35,2 54,85

Figure 1: 29Si MAS NMR spectra of natural
clinoptilolite.

samples were washed intensively with distilled
water until Cl− free and dried at 70◦C.

The second method of modification clinop-
tilolite was calcination. It is well known that
heat treatment changes the acidity of zeolite.
Brønsted and Lewis acid sites are responsi-
ble for the catalytic activity of zeolites. If
hydrogen is a charge balancing cation asso-
ciated with the tetrahedral aluminium, the
surface acts as a proton donor and it serves
as a Brønsted acid centre. Electron acceptors
(Lewis centres) are formed after the zeolite is
heated to a temperature higher than 550◦C. [5]
Clinoptilolite was crushed and washed as
previously. The ammonia form of zeolite
was obtained by ion exchange with aqueous
10% NH4NO3 solution at 80◦C for 2 hours.
Ion exchange was repeated three times. The
solid : liquid ratio was 1 g of zeolite : 10 cm3 of
solution. The NH4-clinoptilolite was washed
and dried. Then the acid form was obtained
by air calcination at temperatures 300◦C or
400◦C.

A quantitive evaluation of the crystallinity
of the samples were determined from the in-

tensity of XRD signals that are most affected
during modification. The use of hydrochlo-
ric acid of concentration 1,0 M causes de-
crease of crystallinity of approximately 50%.
The Al extraction results in changes in the
unit cell parameters and cell volume. Partial
amorphization of the zeolite is also observed
as broadening of baseline in the XRD pat-
terns of the samples dealuminated with the
highly-concentrated acid. Significant dealumi-
nation process is also visible in IR spectra.
The main changes are related to the band
around 1062 cm−1 in natural clinoptilolite.
It is associated with the asymmetric inter-
nal T−O stretching vibrations of the tetra-
hedra. Along with the dealumination process
the signal shifts to 1092 cm−1 for sample
modified with 8,0 M acid. The results of ni-
trogen adsorption-desorption (Table 1) mea-
surements confirm changes in the clinotilo-
lite structure. Increase of the specific sur-
face area and micropore volume for samples
modified with diluted HCl is observed. Low-
concentrated acid solutions remove impurities
from clinoptilolite channels and contribute to
formation of the aluminium vacancies in the
framework. A decrease in micropore volume
is an evidence of the amorpization.

Figure 2: Si MAS NMR spectra of clinop-
tilolite modified with 5,0 M HCl.
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Figure 3: Conversion of α-pinene vs. the re-
action time over unmodified natural clinop-
tilolite at a temperature range of 90◦C
(100 mg catalyst/5 ml α-pinene).

In the 27Al MAS NMR spectum of nat-
ural clinoptilolite from Slovakia two signals
associated with tetrahedral (55,54 ppm) and
extraframewok octahedral (3,33 ppm) alu-
minium are observed. The amount of tetra-
hedral aluminium decreases while treatment
with HCl. It is possible to remove one-third
of tetrehedral aluminium by using 0,25 M HCl
while the most concentrated (11,5 M) acid
removes about 60% Al in tetrahedral sites.
The amount of extraframework aluminium re-
mains unchanged. 29Si MAS NMR of unmodi-
fied clinoptilolite is shown in Fig. 1 where five
resonance lines are observed. They are associ-
ated with different silicon environment in the
zeolite framework. The intensity of signal at
−112 ppm, which is related to Si(0Al) group-
ings, increases for dealuminated samples. It is
shown in Fig. 2 that the intensities of other
signals decrease.

The transformation of α-pinene in the
liquid phase was chosen as a reaction to
test catalytic activity of all the samples.
It should be emphasized that the dimen-
sions of α-pinene are 0,47× 0,58× 0,66 nm,
what is important from availability of ze-
olite channels point of view. Isomerization
products are mainly monocyclic (limonene,
terpinenes, terpinolenes) and tricyclic com-
pounds (camphene, tricyclene, fenchenes,
bornylene). Camphene and limonene are
widely used in the industry. Camphene is
used for synthesis of camphor. Both of them
found an application in the cosmetic indus-

try. A conventional catalyst for manufactur-
ing terpenes is acid-treated TiO2. However,
the reaction rate over TiO2 is low so tests
are conducted to find high active and selective
catalyst. Different catalysts have been tested
for the synthesis of camphene. In the liter-
ature results of α-pinene isomerization over
activated carbon, clays, heteropoly acids, sul-
fated zirconium oxide as well as zeolites like
ZSM-5 and ZSM-12 are presented. [6,7] The in-
fluence of the catalysts amount on the reac-
tion course and concentration of HCl used to
modify parent material was also studied. Ki-
netic studies of the process were also carried
out.

The results obtained for conversion of α-
pinene over unmodified clinoptilolite at dif-
ferent temperatures are shown in Fig. 3. As
it can be seen, the catalyst is unactive at
the temperatures lower than 90◦C. At higher
temperatures it is possible to convert all α-
pinene. Minor changes in the selectivity can
be observed but the main products are always
camphene and limonene. For example, selec-
tivity to camphene is 57% and to limonene
36% after 300 min reaction at 130◦C. Activa-
tion Energy Ea for reaction catalysed over the
raw material was calculated from the Arrhe-
nius plot at the beginninig of the reaction. As-
suming first-order kinetics, the resulting value
was 19,1 kJ mol−1. It may indicate some rac-
tion diffusion limitation of the reaction.

To lower the reaction temperature, clinop-
tilolite must be modified. Catalytic test were
performed for dealuminated and calcined

Figure 4: Conversion of α-pinene vs. the re-
action time over the modified clinoptilolite at
90◦C (100 mg catalyst/5 ml α-pinene).
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Table 2: Initial rection constant rates.

Catalyst Weight [mg] Reaction Initial constant
(concentration of HCl) [M] temperature [◦C] rate, k [s−1]

unmodified clinoptilolite 100 120 3,9·10−5

100 130 1,3·10−4

100 140 8,6·10−4

0,05 100 90 3,0·10−4

200 1,0·10−3

300 1,8·10−3

350 2,0·10−3

0,1 100 90 8,0·10−5

200 3,0·10−4

300 5,0·10−4

0,2 100 90 4,0·10−5

200 90 2,0·10−4

0,5 200 90 5,0·10−5

samples. Decrease in conversion was observed
for samples with low crystallinity. The best
result was obtained using clinoptilolite modi-
fied with diluted (0,05 M) hydrochloric acid.
Conversion of α-pinene with time at 90◦C is
visualized in Fig. 4. The conversion level is in-
creased probably because of removing impuri-
ties from the sample without profound modifi-
cation of the zeolite structure. Initial reaction
constant rates for most interesting catalysts
based on cinoptilolite were calculated. The re-
sults are presented in Table 2. A significant
drop in the value is observed for the samples
modified with HCl solutions of increased con-
centrations (100 mg catalyst, 90◦C reaction
temperature). It should also be noted that the
initial rate determined for reaction proceeding
over sample dealuminated with 0,05 M HCl is
much higher than the initial rates for all tem-
peratures reactions carried out over unmodi-
fied zeolite.

The reaction was also tested over calcined
clinoptilolite. It was found that total conver-
sion of α-pinene decrease with increase of cal-
cination temperature. For calcination temper-
ature 300◦C conversion of α-pinene is 45%,
while for 400◦C it decreases to 27% (after
300 min). It is clearly due to the decrease of
some amount of acid sites during calcination.

Interestingly, the already catalytic tests
show a significant increase of the α-pinene
conversion over the sample modified with
0,05 M HCl.
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Metal organic frameworks (MOF) are compounds built by metal centers or metal
clusters linked by organic, usually rigid, ligands. MOFs form many different struc-
tures due to diversity of used metal atoms and organic ligands. They can form
layered or 3D structures, appropriate choice of metal center and bridging ligands
can lead to obtain structures with tunable pore size and physical properties. Com-
pounds with metals from second group of periodic table of elements may be model
substances in crystal engineering.

Materials like MOFs bring high scientific
attention nowadays. They can be porous and
have large surface areas and therefore these
materials may have promising practical ap-
plications, such as gas adsorbents, catalysts,
gas separators, ion exchangers, luminescent
or magnetic substances. Similarly to zeolites,
they are crystalline and porous systems, how-
ever they are organic-inorganic hybrid com-
pounds built by metal atoms or clusters
linked through organic ligands. [1] As linkers
in many compounds multi-carboxylates are
present, especially multi-carboxylate deriva-
tives of benzene, but compounds bridged
by simple aliphatic carboxylates are also
known. [2] Although most MOFs are transition
metal compounds, some examples of systems
with s-block metals can be found in the liter-
ature. [3,4]

Syntheses and investigations of barium and
strontium salts of simple aliphatic dicar-
boxylic acids with different length of carbon
chain (CnH2n(COOH)2, n=3 – 10) have been
performed in our group. We wanted to find
structural tendencies for compounds formed
by similar organic ligands and different metal
centers. In our study, we have obtained two
groups of MOFs compounds with dicarboxylic
acid using atoms of barium and strontium as
metal centers. Obtained systems form layered
and three-dimensional structures.

We have tried to synthesize salts of sim-
ple dicarboxylic acids (CnH2n(COOH)2 with
cations of metals from first and second group
of periodic table: Li, K, Mg, Ca, Sr and Ba.
Among the obtained compounds, the biggest
groups are salts of barium and strontium. For
these syntheses in most cases oxide or car-
bonate of selected metal with an appropriate
amount of a dicarboxylic acid were used.

To synthesize new compounds 0,005 mol of
barium or strontium carbonate and 0,005 mol
of appropriate dicarboxylic acid (glutaric,
adipic, pimelic, suberic, azelaic or dodecane-
dioic acid) were dissolved in 50 ml of wa-
ter. The solution was first boiled for 1 h and
then filtered and left for crystallization. Af-
ter 24 – 48 h, white or colorless precipitates
crystallized from each solution. The precipi-
tates were filtered off, washed with warm mix-
ture of water and propanol (1:1), and dried in
air. Some compounds were obtained through
hydrothermal synthesis, when aforementioned
described simple synthesis failed. The ob-
tained compounds were investigated by sin-
gle crystal or powder diffraction methods de-
pending on the form of the samples. For some
of them it was possible to determine the crys-
tal structure and to examine their high tem-
perature decomposition by XRPD vs. temp.

Barium salts are a group of six compounds,
which crystallized in different crystal systems
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Table 1: Crystallographic data for barium compounds.

Chemical formula BaC5H6O4 ·5H2O BaC6H8O4 BaC7H10O4 ·H2O

Crystal system Orthorhombic Triclinic Monoclinic
Space group Pnma (62) P−1 (2) C2/m (12)

a [Å] 12,152(1) 4,5948(4) 8,789(1)

b [Å] 7,354(2) 9,9469(3) 25,021(3)

c [Å] 13,293(2) 4,4595(3) 4,9357(7)

α [◦] 90,0 99,486(6) 90,0
β [◦] 90,0 97,037(9) 116,80(1)
γ [◦] 90,0 96,840(5) 90,0

V
[
Å3
]

1187,5(2) 197,53(4) 968,8(1)

Z 4 1 4
Chemical formula BaC16H26O8 BaC18H30O8 BaC24H42O8

Crystal system Tetragonal Tetragonal Tetragonal
Space group P−4b2 (117) I4/mcm (140) P−4b2 (117)

a [Å] 12,0906(4) 8,565(2) 8,604(1)

b [Å] 12,0906(4) 8,565(2) 8,604(1)

c [Å] 13,0713(5) 28,718(8) 18,172(2)

α [◦] 90,0 90,0 90,0
β [◦] 90,0 90,0 90,0
γ [◦] 90,0 90,0 90,0

V
[
Å3
]

1910,8(1) 2106,73(9) 1347,2(3)

Z 4 4 4

from triclinic to tetragonal. Compound with
glutaric acid is quite unusual, because it con-
tains five water molecules (four molecules as
ligands and additional 2 water molecules with
population parameter pp=0,5 are crystalliza-
tion water), whereas other salts are mono-
hydrates or anhydrous. Moreover, coordina-
tion number of metal is 9, while in other
barium compounds is 8. The salt of glu-
taric acid is built by isolated layers of edge
shared Ba−O polyhedra connected by acid
molecules (Fig. 1A). It is interesting, that
barium glutarate obtained during our inves-
tigations is different from compound known
already and described in literature. [5] The
sample formed by barium and adipic acid
(Fig. 1B) consist of edge-shared coordina-
tion dodecahedra bridging by adipic acid
molecules and finally forms polyhedra layers
linked by organic carbon chains. Compound
obtained using barium carbonate and dicar-

boxylic acid with 7 carbon atoms in organic
chain (pimelic acid) is monohydrate. Barium
pimelate is built by coordination polyhedra,
which shares two opposite edges and two ver-
tices forming layers bridging by carbon chains
(Fig. 1C). Three other barium salts are sim-
ilar to each other. They crystallize in tetrag-
onal crystal system and are built by isolated
polyhedra layers connected by acid molecules
(Fig. 1D). Additional similarity of these three
compounds is that salts formed by suberic,
azelaic and dodecanedioic acids are acidic.
The acid molecules in barium suberate and
barium azelate are randomly single deproto-
nated and due to significant similarities of salt
with dodecanedioic acid to aforementioned
compounds, we assume that it is also acidic.
Despite many similarities to barium salts of
suberic and dodecanedioic acids, barium aze-
late exhibit unusual structure. The structure
consist parallel acid molecules occupying two
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Figure 1: Barium dicarboxylates, view of
polyhedra layers. A — barium glutarate, B
— barium adipate, C — barium pimelate and
D — barium suberate (salts with azelaic and
dodecanedioic form analogical layers).

positions at a distance of 2,5 Å relative to
each other, with population parameter 0,5.

Some tendency can be observed in pre-
sented group of compounds. Synthesized salts
with shorter acids contain water molecules
and compounds crystallize in systems with
lower symmetry, while with extending length
of carbon chain the higher symmetry and an-
hydrous compounds are preferable. Barium
salts decompose to barium carbonate during
heating in temperature above 400◦C as indi-
cate investigations of their thermal decompo-
sition by XRPD. [6] Crystal data of each bar-
ium compound are listed in Table 1.

Figure 2: Strontium dicarboxylates, view of
polyhedra layers. A — strontium adipate, B
— strontium pimelate, C — strontium suber-
ate and D — strontium azelate (salt with do-
decanedioic forms analogical layers).

The group of strontium compounds con-
sists of five salts of dicarboxylic acid with
different length of C−C chain. They crystal-
lize in various crystal systems, similarly to
barium compounds, but the highest symme-
try system in which strontium salts crystal-
lize is orthorhombic. Strontium adipate is an-
hydrous salt built by layers of coordination
polyhedra connected by adipic acid molecules
(Fig. 2A). Each Sr−O8 (coordination num-
ber of Sr is 8) polyhedron shares four edges
with four neighboring coordination polyhe-
dra. Salt of pimelic acid contains one water
molecule, as one of 8 ligands of strontium.
Coordination polyhedra shares two opposite
edges and two opposite vertices forming lay-
ers of polyhedra linked by acid molecules
(Fig. 2B). Compound formed by strontium
and suberic acid contains polyhedra layers
connected by suberic acid molecules. Poly-
hedra Sr−On have four common edges with
other coordination polyhedra and therefore
layers are formed (Fig. 2C). Different situa-
tion is present in compound of azelaic acid
and dodecanedioic acid, where polyhedra lay-
ers consist of isolated Sr−On dodecahedra
(Fig. 2D). In all strontium salts, coordination
number of metal is 8. Crystal data of stron-
tium dicarboxylates is presented in Table 2.

Strontium dicarboxylates exhibit some
structural resemblance to barium compounds,
especially in cases of adipic and pimelic salts.
Different situation is observed for barium and
strontium compounds with suberic acid. Bar-
ium suberate crystallizes in tetragonal crystal
system and form acidic salt built by layers of
isolated coordination Ba−O polyhedra, while
compound of strontium is triclinic and is built
by layers of edge-shared polyhedra.

In our investigations, we have synthesized
and investigated 11 new dicarboxylates with
barium or strontium cations. All synthesis
were performed without structure directing
agents. Studies of prepared compounds were
carried out using single crystal or powder
diffraction methods, because obtained sam-
ples crystallized as single crystal or polycrys-
talline specimens. For each compound crys-
tallographic data have been collected and for

129



Proceedings of the ISD Workshops M. Grzesiak-Nowak

Table 2: Crystallographic data for strontium compounds

Chemical SrC6H8O4 SrC7H10O4· SrC8H12O4 SrC18H28O8 SrC24H42O8

formula ·H2O

Crystal Triclinic Monoclinic Triclinic Orthorhombic Orthorhombic
system
Space P−1 (2) C2/m (12) P−1 (2) I222 (23) Ccca (68)
group
a [Å] 4,4248(9) 8,3868(16) 6,482(2) 8,4750(2) 36,041(12)

b [Å] 9,9786(17) 24,661(4) 12,490(4) 8,8411(3) 9,371(3)

c [Å] 4,1841(8) 4,7883(12) 5,713(3) 28,0506(7) 7,931(3)

α [◦] 97,957(17) 90,0 102,23(4) 90,0 90,0
β [◦] 97,03(2) 114,56(2) 93,67(6) 90,0 90,0
γ [◦] 97,061(16) 90,0 92,21(4) 90,0 90,0

V
[
Å3
]

179,74(6) 900,8(4) 450,5(2) 2101,78 2678,62

Z 2 4 2 8 4

all compounds some crystallographic tenden-
cies have been observed. Salts of shorter acids
(from 5 to 7 carbon atoms in carbon chain)
form layers of coordination polyhedra shar-
ing edges and vertices, while for compounds
with acids containing from 8 to 12 carbon
atoms, the tendency to form layers of iso-
lated polyhedra is observed. [7] Obtained com-
pounds crystallize in different crystal systems
from triclinic to tetragonal for barium salts or
from triclinic to orthorhombic for strontium
compounds. Generally, specimens formed by
shorter dicarboxylic acids prefer low symme-
try systems, salts with longer acids crystal-
lize in systems with higher symmetry. In both
groups of investigated compounds, salts of
pimelic acid are monohydrated, other salts
are anhydrous with the exception of barium
glutarate, which consist of six additional wa-
ter molecules. Interesting is the observation
that despite the same synthesis conditions (re-
actants ratio, temperature, time) salts with
acids longer than suberic acid form acidic
salts in which the ratio of acid molecules per
one metal atom is 2:1.

The investigations of compounds built by s-
block metals with dicarboxylic acids revealed
some structural tendencies present in two
groups of compounds. Further study will be
focused on measurements of surface areas and
sorption properties of obtained compounds.

The obtained results of structural studies of
new dicarboxylates will be useful and helpful
in our further investigations of similar metal-
organic frameworks built by metals with dif-
ferent valence.

? ? ?
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Liposomes are spherical bilayer vesicles formed after dispersing phospholipids in
water solution. They serve as model systems for biomembranes and have already
found applications as biosensors, drug and gene carriers or other bioactive agents.
Atomic force microscopy (AFM) provides us information about shapes and sizes
of liposomes on nanoscale resolution as well as their stability and mechanical
properties without destroying these soft structures. In this work we present studies
of egg yolk phosphatidylcholine (Egg PC) liposomes deposited on a mica surface
using AFM. Atomic force microscopy measurements are performed in a contact
mode in air. We investigate and analyze stability of liposomes exposed to air as
a function of time deposition (up to a few days). We show examples of images
in which one sees adsorbed isolated liposomes and changes of their structures in
time.

Phospholipids dispersed in water solutions
self assembly in many kinds of structures
according to the length of their hydropho-
bic tail and the area occupied by their hy-
drophilic head-group. Spherical and cylindri-
cal micelles, inverted micelles, planar bilay-
ers and liposomes, which are spherical bilayer
vesicles can be observed. [1]

Liposomes are versatile structures:
they serve as model systems of study-
ing interactions between biomembranes
and biomolecules such as proteins, [2]
carotenoids, [3] pigments [4] or DNA. [1] Apply-
ing liposomes as drug delivery systems has
been extensively studied in recent years. [1,5]
They can be prepared for specific applica-
tions by modification of their surface through
conjugation with antibodies [5] or peptides. [5]
Nanoparticles loaded into liposomes have
also been investigated for diagnostic and
therapeutic applications. [6] Studies on nano-
devices of carbon nanotubes integrated
with lipid bilayers for bio-sensing [7] or
drug delivery systems [8,9] have also been
reported.Besides liposomes, planar bilayers
deposited on substrates are investigated for
potential applications such as: biosensors,
biofunctionalization of inorganic solids, as
well. [10]

Liposomes are prepared from natural and
synthetic phospholipids using one or several
kinds of lipids and other molecules such as
cholesterol. According to their size they can
be divided into small unilamellar vesicles
(SUV) with a diameter of 20 – 100 nm, large
unilamellar vesicles (LUV, 100 nm – 1 µm),
giant unilamellar vesicles (GUV, 1 – 300 µm),
multilamellar vesicles (MLV) which usually
range from 500 nm to 10 µm and multivesic-
ular vesicles (MVV) containing incapsulated
vesicles. [1]

Sizes and shapes of liposomes are very of-
ten influenced by the type of lipids and by the
detailed protocol used during their prepara-
tion. The most used techniques in laboratory
practice are based on the method developed
by Bangham, who first got and described li-
posome suspension. [11] Phospholipids are dis-
solved in an organic solvent, e.g. chloroform or
ethanol. Then the solvent is evaporated using
a nitrogen stream or vacuum and a dry lipid
film is resuspended in an aqueous solution,
incubated at a temperature approximately
5◦C above the phase transition temperature
of the highest melting temperature of lipid
in the mixture and followed by vortexing.
This allows us to obtain suspension of mul-
tilammelar vesicles or giant unilamellar vesi-
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cles [12] if minimal perturbations are applied
in the hydratation step. Subsequently, a mul-
tivesicular suspension can be: (i) sonicated in
an ultrasonic bath or using a probe sonica-
tor, [13] (ii) extruded using a thermostable ex-
truder with polycarbonate membranes of de-
fined pore sizes (size of pores: from 50 nm to
400 nm) [14,15] or (iii) freeze-thawed. [16] Lipo-
somes can also be produced by solvent injec-
tion methods, [13,17] detergent removal meth-
ods, [13] reversed phase evaporation [18] or elec-
troformation. [19]

Properties of liposomes has been examined
using wide variety of techniques. Among mi-
croscopic techniques used in liposomes in-
vestigations transmission electron microscopy
(TEM) plays a significant role, allowing
achieving information on the size distribution,
shape and form of vesicles. [15,20] The main
disadvantage of this technique is a need of
fixation and staining biological samples which
can damage and alter their structure. There-
fore such a tool as atomic force microscopy
(AFM) owing to the family of scanning probe
microscopes with nanoscale resolution (lat-
eral: below 1 nm, vertical: approximately 0,1
nm), which allows to probe samples surfaces
without damage and alteration of them, is an
excellent tool for fragile samples.

Atomic Force Microsopy can operate in
many kinds of modes. If used in a contact
mode a tip attached to a cantilever having
a specified spring constant is scanning across
the sample surface and is in a constant touch
with the surface. Deflection of the cantilever
is measured through a laser beam reflected
from the back of the cantilever and focused
on a position-sensitive photodiode detector.
In a non-contact mode the cantilever is os-
cillating near the resonance frequency in the
attractive regime of van der Waals force and
shifts of the resonant frequency or the am-
plitude and the phase is influenced by the
sample topography. In an intermittent con-
tact (named also a tapping mode) the can-
tilever is also oscillating as in the non-contact
mode but it touches the sample surface in the
lower amplitude, what causes the reduction
of the oscillation amplitude. Lateral forces ap-

Figure 1: Effect of tip convolution during
scanning in a contact mode AFM.

plied to the sample are minimized in the inter-
mittent contact mode what allows to examine
fragile and soft biological materials without
their damage or alteration. Moreover, sam-
ples can be investigated in air and in liquid
environments as well and can be prepared eas-
ily allowing routine analysis. [22,23] Besides to-
pographical representation of a sample sur-
face it is possible to obtain information on
physical properties of the sample including
friction, [23] adhesion forces, [23] viscoelastic-
ity, [22,24,25] etc.

Among many advantages of investigating
liposomes properties using AFM technique
there are some limitations of this method.
Liposomes adsorbed on solid substrates (e.g.
mica, silicon wafers) modify their shapes
to compressed or flattened spheroidal struc-
tures. [25–27] In order to measure the size of li-
posomes and obtain their shape correctly it is
important to take under consideration many
factors affecting liposome structures such as:
a time of the sample deposition on a sub-
strate, a type of lipids, a buffer composition,
vertical and lateral forces applied by the tip
during scanning, electrostatic interactions be-
tween the sample and the support and image
convolution due to the tip shape and size, [23]
what is schematically shown in Fig. 1.

In this work we present studies of egg yolk
phosphatidylcholine (Egg PC) liposomes de-
posited on a mica surface using AFM (Ag-
ilent 5500). Phospholipids were dissolved in
ethanol, evaporated under the stream of ni-
trogen and then kept under vacuum. Then
thin lipid film was hydrated in the Hepes
buffer (pH=7,4) in 45◦C with vortexing and

132



Proceedings of the ISD Workshops I. Habina

Figure 2: Topography images of Egg PC liposomes (10 mM HEPES pH=7,4) adsorbed on
the mica surface: (left panel) A fresh sample measured after deposition; unilamellar liposomes
obtained by the sonication method; lipid concentration: 100 nM, (right panel) The same
sample measured 11 days after deposition. Both images were obtained in the contact mode
in air.

sonicated in the ultrasonic bath for 1 h in
45◦C. Lipid concentration in samples was 100
nM. All measurements were performed in the
contact mode in air with adjusting the set-
point as weak as possible in order not to dam-
age the surface of liposomes. Below we present
various structures of liposomes formed after
their deposition on the mica surface.

In Fig. 2 we present topography images of
a fresh sample adsorbed on the mica surface
(left) and 11 days after its deposition (right).
One can see isolated adsorbed liposomes and
increased amount of flattened structures with
thickness characteristic for a lipid bilayer [27]
after the prolonged incubation time.

In Fig. 3 we show an example topogra-
phy image of isolated liposomes (left) with
corresponding cross-section analysis (right).
The soft liposomes flatten on the substrate

Figure 3: Example topography image of
fresh egg PC liposomes adsorbed on the mica
surface measured just after their deposition.
The same sample as presented in Fig. 2a

which results in meaningfully higher lateral
than vertical dimensions. Additionally, in the
contact mode AFM the diameter of liposomes
is affected by the tip convolution.

In the next (Fig. 4) image one sees topog-
raphy image of flattened structure (left) cho-
sen from other similar structures visible in
Fig. 2b with corresponding cross-section anal-
ysis (right). These flatten structures emerged
when adhered on the surface.

Flatten structures formed from lipids occu-
pying vast areas on the mica substrate were
also observed. In Fig. 5 one observes these
clusters with cross-section profiles.

In summary, we observed modifications of
samples with increasing time of their deposi-

Figure 4: Example topography image of egg
PC liposomes. The same sample as presented
in Fig. 3, but measured 11 days after its de-
position on the mica surface using the con-
tact mode in air; b) Cross-section profiles of
flattened structure having a mean height of
4,68 ± 0,07 nm, which corresponds to values
of lipid bilayer thickness measured using AFM
and reported in [25].
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Figure 5: Example topography image of egg
PC liposomes (10 mM; pH=7,4; lipid concen-
tration 1 nM) deposited on the mica surface.
Liposomes were obtained by 5 cycles of freez-
ing and thawing. The image was obtained af-
ter 7 days of the sample incubation on the
mica surface. Double lipid bilayers are vis-
ible due to the fussion and rupture of the
liposomes. Mean height of this structures is
11,06± 0,42 nm.

tion on the mica surface. We observed forma-
tion of larger structures created due to the
fusion of SUVs and rupture as a result of
their strong adhesion to the substrate. The
flattened structures showed mean thickness
characteristic for a lipid bilayer. Isolated li-
posomes were highly flattened due to their
adhesion to the substrate and tip — sample
interactions.
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Polyaniline sulfate catalysts were studied for the transesterification of triglyc-
erides (triacetin) with methanol producing methyl esters (Biodiesel). Polymer
powder (PANI-S) and the sample composed of polyaniline sulfate deposited on
multi-wall carbon nanotubes (CNT-PANI-S) were examined. The activity of
polyaniline sulfate powder and CNT-PANI-S catalysts was compared with those of
commonly studied Amberlyst-15 resin and Nafion SAC-13 composite. The most
active was CNT-PANI-S, whereas the activity of PANI-S powder was similar to
that of Amberlyst-15 catalyst. This was related to better efficiency of active sites
in the hybrid catalysts composed of polymer and inorganic matrix. The polyaniline
sulfate — based catalysts and in particular the CNT supported sample seem to be
promising catalysts for methanolysis of triglycerides producing methyl esters with
the yield above 90%.

Biodiesel fuel, an alternative to classic
diesel fuel, consists of methyl esters of fatty
acids derived from vegetable oils or animal
fats. Methyl esters are formed in transesteri-
fication of triglycerides with methanol catal-
ysed by strong acids or bases (Fig. 1). Ow-
ing to environmental and technological rea-
sons the substitution of homogeneous cata-
lysts by heterogeneous ones is a desirable goal
and recent studies concentrated on solid acid
catalysts. A variety of solid acids has already
been tested [1,2] and sulfonic acid-based cata-
lysts seem to be the most promising ones. In
this context the polyaniline sulfate-based cat-
alysts (Fig. 2) are studied in the present work.
Polymer powder (PANI-S) and the sample
composed of polyaniline sulfate deposited on
multi-wall carbon nanotubes (CNT-PANI-S)
are examined.

Figure 1: Transesterification of triglycerides
with methanol.

The FT-IR spectra of studied samples and
polyaniline base are displayed in Fig. 3.
The band at 1498 cm−1 assigned to the
C−C stretching vibration in benzenoid
unit, the band at 1589 cm−1 originating
from C=N/C=C stretching vibrations in
quinonoid units and the C−C band at
1166 cm−1 appear in the spectrum of PANI-
base. [3] After protonation by acids and forma-
tion of polyaniline salts, the quinonoid and
benzenoid bands are shifted to 1479 cm−1

and 1559 cm−1, respectively and new broad

Figure 2: Protonation of polyaniline-base in
two-step with sulfuric acid.
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Figure 3: FT-IR spectra of polyaniline base, polyaniline-sulfate, initial CNT and CNT-PANI-
S catalyst.

band located at 1125 cm−1 attributed to the
protonated segments of polyaniline is formed.
The FT-IR spectra of PANI-S powder and
CNT-PANI-S samples exhibit spectral fea-
tures characteristic of PANI-salt. However,
owing to a low content of polymer in the
CNT-PANI-S sample (ca. 20 wt. %) the in-
tensity of polyaniline bands is weak. In ad-
dition, several relatively strong bands origi-
nating from initial CNT material appear thus
making difficult discussion of the spectrum.
Nevertheless, the bands originating from the
protonated units of polyaniline can be recog-
nized.

Textural properties of catalysts are col-
lected in Table 1. The scanning electron mi-
croscopy (SEM) images showing the morphol-
ogy of catalysts are displayed in Fig. 5. The
specific surface area and porosity of PANI-S
powder are low, 25,9 m2g−1 and 0,054 cm3g−1,
respectively. The sample of PANI-S powder

exhibits rice-type granular morphology, typ-
ical of polyanilines. Surface area of CNT-
PANI-S catalyst is also low, 20,3 m2 g−1 and
the pore volume is low, 0,11 cm3g−1. Previ-
ously reported data revealed that coating of
CNT with polyaniline took place only at the
outer surface of the CNT and the obtained
coating was almost uniform. [4] Polyaniline lo-
calized exclusively at the surface of nanotubes
creating uniform layer forming a structure la-
beled „fiber in a jacket”. As Fig. 5 shows the
CNT-PANI-S sample does not lose quasi-one-
dimensional structure typical for nanotubes.
Polyaniline sulfate — coated CNT are 40 –
60 nm thick. The coating of CNT manifests
by roughness surface of coated nanotubes thus
proving well extended polymer over the sur-
face of the CNT carrier.

The activity of PANI-S powder and CNT-
PANI-S catalysts is studied in the transes-
terification of triacetin with methanol. Their

Table 1: Physicochemical characteristic of studied catalysts and activity data.

Catalyst Surface Pore Capacity of Initial rate SPC
area volume acid sites [(mol TACT· [(min−1)·

[m2 g−1] [cm3 g−1] [mmol g−1] ·min−1 g−1
cat)·10−4] ·10−2]

PANI-S 25,9 0,05 4,75 1,76 3,7
CNT-PANI-S 20,3 0,11 1,16 1,18 10,2
Amberlyst-15 41,6 0,24 4,70 2,26 4,8
Nafion SAC-13 164 0,56 0,15 0,61 40,6
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Figure 4: Conversion of triacetin (TACT) and the yield of methyl ester against reaction
time. Reaction carried out in the presence of Nafion SAC-13, CNT-PANI-S, Amberlyst–15
and PANI-S powder.

performance is compared with those of com-
monly used Amberlyst-15 resin and Nafion
SAC-13 composite. An interesting and ad-
vantageous property of PANI-sulfate is high
content of acid sites which is close to that
of Amberlyst-15 (Table 1), commonly con-
sidered to be a catalyst of high acid ca-
pacity. [5] The conversion of triacetin vs re-
action time and the yield of methyl ester
are shown in Fig. 4. Both polyaniline-sulfate
based catalysts are active for the methanoly-
sis of triacetin. Thus, protons in the structure
of polyaniline sulfate act as the active sites for
the methanolysis of triacetin.

In the presence of all studied catalysts
very high conversions of triacetin are reached
near to 90 – 95%. The yields of methyl es-
ters are also high. The conversion plots show
comparable activity of PANI-S powder and
Amberlyst-15 resin. Moreover, after a given

Figure 5: SEM micrograph of PANI-S pow-
der and CNT-PANI-S catalysts.

reaction time, higher triacetin conversion is
attained on powder catalysts than in the pres-
ence of both hybrid CNT-PANI-S and Nafion
SAC-13 catalysts. This could be related to
lower content of polymer in the hybrid cat-
alysts and thus lower content of acid sites in
these samples. In order to compare the reac-
tivity of active site in the catalysts, the spe-
cific activity SPC (min−1) is calculated (Ta-
ble 1). The initial rate (mol TACT min−1 g−1

cat)
referred to the acid sites capacity (mol) and
expressed as min−1 presents the SPC. The
SPC values obtained for the Amberlyst-15
and PANI-S catalysts are similar. However,
the SPC values for powdered Amberlyst-15
and PANI-S catalysts are dramatically lower
when compared with those for hybrid Nafion
SAC-13 and CNT-PANI-S catalysts i.e. the
samples with polymer dispersed through the
support. This could be result of limited access
of triglyceride molecules to the active sites
located in bulk of powdered polymeric cat-
alysts.

Transesterification of triglycerides is reac-
tion involving large molecules of reactants.
Therefore, the access of acid sites to this bulky
reactant is an important variable determin-
ing activity of solid acid catalyst in these re-
actions. [6,7] The SPC value for CNT-PANI-
S catalyst is ca. 3-times higher then that for
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PANI-S powder sample. Thus, deposition of
polyaniline sulfate on CNT carrier dramat-
ically improves the efficiency of active sites
in the polymer. Hence, polyaniline-sulfate is
a promising catalyst for the transesterifica-
tion of triglycerides. However, in order to im-
prove the efficiency of this polymeric cata-
lyst, polyaniline sulfate overlayer on the car-
rier such as CNT material is preferred. Coat-
ing of carrier with polyaniline sulfate dramat-
ically enhances the accessibility of triglyceride
reactant to the active sites thus improving an
efficiency of active sites in the catalyst.

? ? ?
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The recent trends in improving anticorrosive polymer coatings performance by
passive and active protection of the metal substrate are reviewed. As a case of the
latter, a new approach to decrease the water diffusion coefficient in the anticorro-
sive coatings is presented. Obtained results indicate that submicron particles with
high and reversible water absorption ability and low water diffusion coefficient
(water traps), are able to slow down the diffusion rate when dispersed in the poly-
mer matrix. The influence of the composite coating architecture on its properties,
predicted by theoretical model, is examined by attenuated total reflection Fourier
transform infrared spectroscopy (ATR-FTIR) method. Since the water traps addi-
tion results in worse adhesion to the substrate, the sandwich-structured composite
with the water traps incorporated in the middle layer is considered as the most
promising system with lowered water diffusion coefficient.

Polymer coatings are one of the most com-
mon methods of protecting the metal surfaces
against corrosion. Such coatings applied on
the metal surface play a significant role in
a passive and active anticorrosive protection.
They provide a physical barrier for corrosive
species such as water or chloride ions but also
may act as carriers for healing agents or cor-
rosion inhibitors that can provide an active
protection of the metal surface while coating
is damaged.

One of the most widely investigated strate-
gies for the active anticorrosive protection
performance of polymer coatings are the self-
healing systems, realized by incorporating
„smart” containers, [1] capable of releasing a
healing agent after the mechanical damage [2]
or under some specific conditions occurring
when the corrosion process starts, e.g. pH
change. [3] In the field of improving the barrier
properties, namely decreasing water diffusiv-
ity and permeability that are crucial for an-
ticorrosive properties of the coatings, [4,5] the
influence of addition of various nanoparticles
has been widely investigated. One of the most
frequently studied approaches is the addition
of nanoclays. Liu et al. [6,7] developed a math-

ematical model of diffusion for epoxy/clay
composites and proved that the water up-
take and the diffusion coefficient decreased
with the clay addition. The influence of the
clay addition on the water diffusion coeffi-
cient was also observed in the other matrixes
as polyester and polyamide. [8,9] According to
these reports it is clear that the composites
exhibit lower water diffusivities as compared
to the pure polymer only when the clay is
exfoliated in the matrix resulting in longer
diffusion pathway for the water molecules.
In many latest publications the idea of clay
addition is combined with the adsorbed cor-
rosion inhibitors being slowly released from
the clay particles. [10,11] The similar idea of
combination of the improved barrier prop-
erties and active protection performance by
carriers for corrosion inhibitors was pre-
sented by Markevicius et al. [12] They investi-
gated barrier and anticorrosive properties of
the polyurethane–polyoligomeric silsesquiox-
ane (PU-POSS) coatings with corrosion in-
hibitors added directly to the coating and
embedded in hydrotalcite. It was found
that the hardness and hydrophobicity that
are responsible for barrier properties of the
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Figure 1: Changes in the OH (left panel) and CH (right panel) band intensity in the three
layered sandwich-structured coatings (pure epoxy resin and the epoxy coatings with 5%wt.

addition of the water traps incorporated in the middle and the bottom layer) during sorption
of water.

coating could be notably affected by the
POSS addition. Good anticorrosive proper-
ties was achieved for PU-POSS coatings with
inhibitor-loaded hydrotalcite particles but
only in the case of benzotriazole while sim-
ilar effect was observed for different corrosion
inhibitor (sodium-2-mercaptobenzothiazole)
added directly to the coating. In the other pa-
per the authors described the influence of the
cross-linkable monomer N,N’-bismaleimide-
4,4’-diphenylmethane (BMI) on the barrier
properties of the polymer coating. [13] Accord-
ing to this investigation the water diffusion
coefficient for epoxy coating is lower after
BMI addition presumably because of the sub-
tle changes in the chemical structure and mor-
phology of the composite film.

In this paper a new approach to reduction
of the water diffusion rate in the composite
polymer coatings, by addition of the water
traps is presented. The water traps are the
particles that exhibit an extremely low water
diffusion coefficient and high water sorption
capacity in comparison with the polymer ma-
trix. The water molecules diffusing through
the composite coating are trapped inside the
particles and reach the substrate surface much
later than diffusing through the pure coating;
that results in the lower water diffusion co-
efficient. Since the process of the water ab-
sorption in both polymer matrix and trapping
particles is fully reversible, it is possible to ob-

tain a long-term service coating with lowered
water diffusion coefficient.

As it was shown in the theoretical model
developed in our previous work, [14] diffusion
coefficient of the composite depends on archi-
tecture of the composite coating (besides the
other factors such as: the diffusivities of dis-
persed particles and a host matrix, volume
fraction and size of the traps, and the parti-
tion coefficient k (the ratio of volume concen-
trations of the diffusing medium in the host
phase and in the inclusions). Namely, the ef-
fectiveness of decreasing the water diffusion
coefficient is higher for sandwich-structured
coatings with water traps distributed only in
the one of the layers instead of the whole vol-
ume of the coating. Among the different possi-
ble architectures of sandwich-structured coat-
ings, the most efficient is the one with the
traps placed in the bottom layer that is ap-
plied directly onto the substrate surface.

However, from the experimental point of
view the theoretically most effective system is
not preferred since the presence of the traps
in the layer contacting the substrate results
in worse adhesion of the coating which elimi-
nates the possibility of using such a system
in the practical applications. In the Fig. 1
the preliminary results of ATR-FTIR mea-
surements of the water diffusion rate for the
pure water-based model epoxy coating and
the composite coatings with 5%wt. addition
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of water traps are presented. The spherical
particles of the cross-linked poly(methacrylic
acid) sodium salt with the water diffusion co-
efficient of 2,35× 10−14 cm2 s−1 (estimated
from the gravimetric measurements) were ap-
plied as water traps. Their water sorption
ability measured after 24 h at 100% humid-
ity is about 60% of the dry sample mass.
In the same conditions polymer matrix ab-
sorbs about 5% of the dry sample mass which
means that the partition coefficient k for
this system equals 12. All the coatings were
sandwich-structured films with thickness of
about 40 µm. The ATR-FTIR experimental
details and the method of water diffusion co-
efficient estimation have been reported previ-
ously. [15] In the Fig. 1 the delamination pro-
cess caused by the presence of water traps
is clearly shown for the sandwich-structured
coating with the traps in the bottom layer.
Not only the continuous increase of the water
band intensity but also the decrease of the
alkyl group band intensity indicates that the
film was delaminated and water could pene-
trate into the free space between the film and
the substrate. We have reported this effect
previously [15] for the composite coating with

Figure 2: Schematic illustration of the struc-
ture of the sandwich-type coating with the
water traps addition recommended for the
highest efficiency of the water traps perfor-
mance. The water molecules diffusing through
the composite coating are trapped inside the
particles in the middle layer and they reach
the substrate surface much later than diffus-
ing through the pure coating. If pure coating
is applied directly at the substrate surface the
delamination process does not occur.

the water traps distributed uniformly in the
whole volume. As shown in the Fig. 1 the ad-
hesion of the composite film with the traps in
the middle layer is the same as in the case of
pure polymer coating. Thus, the general rec-
ommendation for this kind of systems is ap-
plication of the sandwich-structured coatings
with water traps incorporated in the middle
layer (Fig. 2). In the investigated system the
water diffusion coefficient in the sandwich-
structured coating with the traps placed in
the middle layer is about 30% lower than in
the pure epoxy coating. The value decreased
from 0,82×10−9 cm2 s−1 in the pure film to
0,51×10−9 cm2 s−1 in the composite. It is in a
good agreement with our previous work that
showed the dependence of the diffusion coeffi-
cient in composite on the partition coefficient
k. [14] Briefly, the higher k the lower diffusion
coefficient in the composite. In the considered
case k equals 12 while in the case of k=36, in
the composite with the same amount of added
water traps the effective diffusion coefficient
was reduced to almost one third of its value
for pure resin. [15]

In summary, a new idea for decreasing wa-
ter diffusion coefficient by addition of water
trap particles into polymer coatings to im-
prove their performance for the passive an-
ticorrosive protection is presented. The main
difference between the water traps and widely
studied additives such as water repellents or
clay plates lays in the high and reversible wa-
ter sorption ability of the traps. The water
traps can bind water inside and delay its con-
tact with the metal surface. Since the addi-
tion of the water traps to the polymer ma-
trix results in lowered adhesion to the sub-
strate it is recommended to apply sandwich-
structured coatings with water traps incorpo-
rated in the middle layer. The addition of as
little as a few weight percents of the water
traps to such structured coating can result
in significant decrease of the water diffusion
coefficient but only when the trapping par-
ticles exhibit significantly lower water diffu-
sion coefficient and much higher water sorp-
tion ability than the polymer matrix. Taking
into account literature reports on active an-
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ticorrosive performance of the polymer coat-
ings with smart containers, the combination
of this idea with the water traps for improving
passive anticorrosion protection properties in
complex multifunctional coatings seems to be
a very promising way for the effective use of
both modifications.
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Zeolites (molecular sieves) are crystallographically defined microporous solids
that could be used as catalysts. The structure (framework) of zeolites consists of
corned-linked tetrahedra in which small atoms (collectively denoted T-atoms) lie
at the centers of tetrahedra and oxygen atoms lie at the corners. The T-sites of
zeolites are Si and Al atoms. Brönsted active centers, which can donate proton
to the reacting molecule, are mainly responsible for catalytic activity of zeolites.
This type of active centers are generated as a result of isomorphous substitution
of tetravalent Si4+ cation in the SiO4 tetrahedra by trivalent cations (for example
Al3+, Fe3+ B3+). The strength of the Brönsted acid site depends on the nature of
the metal cation substituting Si4+. Boron containing zeolites are characterized by
the presence of weaker acid sites than their aluminum counterparts. In numerous
chemical reactions — such as isomerization of olefins or dehydration of alcohols
— where strong acid sites are not required, the borosilicate can be used as cata-
lysts. Unfortunately, in the B containing molecular sieves the active centers are
thermally unstable. During a high temperature treatment the boron is extracted
from the framework and so-called internal silanol groups — of a similar acidic
strength — are formed. In the undertaken study I would like to verify whether it
is possible to distinguish between protonic sites generated by the framework boron
and the internal silanols.

The zeolites with a different boron con-
tent (Si/B=10÷30) were synthesized. There
was also a negligible amount of aluminum
(Si/Al=320) incorporated into the frame-
work (Al was present as an impurity of
the used silica source). Gels of defined
chemical composition were prepared in sev-
eral steps. First, aluminum nitrate nonahy-
drate (Al(NO3)3·9H2O) and sodium tetrab-
orate decahydrate (Na2B4O7·10H2O) were
dissolved simultaneously in aqueous solution
of sodium hydroxide (NaOH). Second solu-
tion was obtained by adding a template i.e.
tetrapropylammonium bromide (TPABr) to
the NaOH solution. Subsequently, the first so-
lution was added to the second one with re-
quired amount of silica under vigorous stirring
at room temperature. The prepared gels were
aged for 20 hours.

The aged gels were subsequently trans-
ferred into Teflon-lined stainless-steel auto-

claves, sealed and kept at 175◦C for 20 hours.
The autoclaves were rotated at 56 rpm. After
synthesis the solids were centrifuged, washed
and dried at 80◦C. In order to remove organic
template (TPABr) calcination of the crystal-
lized materials was carried out at 480◦C for
8 hours with temperature ramp 2◦C/min.

A half of the obtained Na+/B-ZSM-5 sam-
ples were ion-exchanged twice with a 0,1 M
solution of boric acid (H3BO3) at 80◦C
for 2 h. Subsequently, ion-exchanged sam-
ples were centrifuged and washed three times
with distilled water and dried. The proce-
dure should result in formation of the Brön-
sted acid centers of Si–O(H)–B type as a con-
sequence of the replacement of Na+ by H+

cations from boric acid.
The rest of the samples were exchanged

with 0,1 M solution of NH4NO3 in the same
conditions as mentioned above. This proce-
dure led to replacement of Na+ cations in the
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Figure 1: The diffraction image of zeolite B-
ZSM-5 (Si/B=10, Si/Al=320).

synthesized materials by NH+
4 cations. Addi-

tional, required step was deammoniation of
the obtained NH+

4 /B-ZSM-5 samples by calci-
nation, which resulted in removal of the boron
from the framework and generation of defects,
i.e. the internal silanol groups (SiOHinter).

The X-ray powder diffraction (XRD) was
recorded with diffractometer PANalytical
X’Pert PRO MPD. The FTIR experiments
were carried out using Nicolet 6700 spec-
trometer. The 11B MAS NMR spectra were
recorded with Bruker spectrometer. Scan-
ning electron micrographs were recorded
with high-resolution microscope Jeol JSM-
7500F. Textural properties were determined
by N2 physisorption at −196◦C using Quan-
tachrome Nova 2000. NH3-TPD measure-
ments were performed using a „home made”
instrument.

The XRD data obtained for exemplary
sample (Si/B=10, Si/Al=320) are presented
in Fig. 1. The high intensity of the reflections
indicated that the samples are highly crys-
talline without any other crystalline phases
as a contaminating desired product. The
registered XRD pattern (2θ in the range
of 2 – 50◦) is identical where as that one,
recorded for as-synthesized pure MFI type ze-
olite. [1]

Figure 2: IR spectrum of the as-synthesized
sample B-ZSM5 (Si/B=10, Si/Al=320).

The IR spectrum of as-synthesized
B-ZMS-5 (Si/B=10, Si/Al=320) was also
typical for pentasil zeolites (Fig. 2). The
well defined band at 455, 800 cm−1 and
ca 1100 cm−1 correspond to the vibration
of the internal bonds in TO4 tetrahedra
(T = Si, Al). The bands at ca 1230 cm−1

and 550 cm−1 are attributed to the asym-
metric stretching vibration of T-O-T bonds
(νas T−O−T) between tetrahedra and vibra-
tion of five-member rings (5MR) present
in the structure, respectively. [2] According
to literature the band at 920 cm−1 reflects
presence of Si-O-B symmetric stretching
vibration and that one at 670 cm−1 corre-
sponds to symmetric bending vibrations of
tetra-coordinated framework boron. [3]

Incorporation of boron into the tetrahe-
drally coordinated framework positions was
proved with 11B MAS NMR data. The typical
spectrum of the as-made boron containing ze-
olite is shown in Fig. 3. Narrow and symmet-
ric resonance line positioned at ca −23 ppm
(from H3BO3 as a reference) confirms the
presence of B incorporated in the zeolitic
structure. [4,5]

Figure 3: 11B MAS NMR spectrum of the
as-synthesized sample B-ZSM-5 (Si/B=10,
Si/Al=320). H3BO3 as a reference.
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Figure 4: Adsorption/desorption isotherms
of the calcined sample B-ZSM5 (Si/B=10,
Si/Al=320).

Calcination necessary to remove the
molecules of organic template (TPABr) from
the micropores changes neither crystallinity
nor phase purity of the obtained zeolites
(Fig. 1). Changes in the intensity of the
reflections were observed in the sample
after calcinations. The unit cell decreases
owing to removal of organic template from
zeolite framework. [6] The FTIR data (not
shown) revealed disappearance of bands
at ca 3000 cm−1 and 1600 – 1700 cm−1

corresponding to the presence of organic
template. 11B MAS NMR analysis of the
calcined samples (not shown) proved that
only a small part of the boron has been
extracted as evidence by the presence of the
low intensity of resonance line of trigonally
coordinated boron.

The BET specific surface area calculated
from N2 adsorption isotherms measured for
the calcined borosilicates is in the range
270− 320 m2/g. Hysteresis loop of IV type [7]
observed for the calcined samples is at-
tributed to the presence of the intercrystalline
pores between the crystals of B-MFI in the
aggregates crystals (Fig. 4). Pore size distri-
bution for the B-ZSM-5 sample is presented
in Fig. 5.

The results of the TPD of ammonia
and pyridine from the zeolite under study
(Si/B=10, Si/Al=320) showed desertion peak
at temperatures at 170◦C and 280◦C, respec-
tively (Figs. 6a, 6b). Relatively low desorp-
tion temperature of NH3/pyridine indicates
the presence of only weak acid sites (mostly
Na+ cations in the ion-exchange positions of

Figure 5: Pore size distribution of the cal-
cined sample B-ZSM5 (Si/B=10, Si/Al=320).

the framework). [8] Presented results reflects
the strength of chemical interaction between
the molecules of the used bases, nevertheless
do not allow concluding on the nature of the
acid sites. This point would be studied in the
future by sorption of pyridine monitored with
FTIR spectroscopy.

The XRD analysis showed that in both
cases of H+/B-ZSM-5 and NH4+/B-ZSM-5
no changed in the crystallinity was detected.
No significant changes in XRD reflections in-
tensity were observed however, a small in-
crease in the unit cell volume has been found
for the sample exchanged with the boric
acid. Discussion of the reasons for the ob-
served phenomenon will be done after get-
ting results for the sample exchanged with
ammonium nitrate. 11B MAS NMR analysis
showed that ion exchange procedure led to
„reinsertion” of most of the trigonal boron
back to the tetrahedrally coordinated frame-
work positions (BIVframe) and obtained spec-
trum is similar to that one registered for
as-synthesized B-ZSM-5 zeolite. The TPD of
pyridine from the boric acid exchanged zeolite
sample (Si/B=10, Si/Al=320) did no show
any significant changes in the strength acid
sites present. However, the applied method
does not allow determining of the nature of
the active centers (Lewis or Brönsted type).
This point will be clarified after IR experi-
ments of pyridine sorption.

The TPD, 11B MAS NMR and IR ex-
periments were not carried out yet for the
NH4+/B-ZSM-5 preparation (experiments in
progress). On the other hand, the XRD
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Figure 6: Temperature Programmed Desorption (TPD) of a) ammonia; b) pyridine from the
calcined sample B-ZSM-5 (Si/B=10, Si/Al=320).

analysis and low-temperature nitrogen sorp-
tion experiments confirmed that there were
not structural changes in that material.

Zeolites of the ZSM-5 type containing dif-
ferent amount of boron introduced into the
framework position have been synthesized.
The post-synthesis treatment (calcination,
ion exchange procedure) did not influence
both the crystallinity and textural properties
of the B-ZSM-5 samples. Ion-exchange either
with boric acid or ammonium nitrate has been
proposed to generate Brönsted active sites.

In the next step of my work a detailed study
of state of the framework boron present in
both types of the samples i.e. H+/B-ZSM-5
and NH4+/B-ZSM-5 will be carried out. Mea-
surements of the acidity (number and na-
ture of the acid sites, their strength) will
allow determining whether the acid centers
present in both samples vary in the nature
i.e. Si–OH–B or Si–OHintern. The necessary
NMR and FTIR experiments are currently in
progress.
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Infectious diseases of the urinary tract can be treat using fosfomycin — an antibi-
otic which is effective against strains such as Staphylococcus aureus that are resis-
tant to other antibiotics, e.g. vancomycin or methicillin. Fosfomycin is produced
by microorganisms from a strain of Streptomyces wedmorensis. The final step in
the biosynthesis of fosfomycin is catalysed by (S)-2-hydroxypropylphosphonic acid
epoxidase (HppE), which is a non-heme mononuclear iron enzyme. We studied
the mechanism of the catalytic oxidative epoxidation of HppE using hybrid DFT
quantum chemistry methods. Three main pathways were investigated to find the
most plausible mechanism of the native HppE reaction.

HppE is a tetramer and each of the identical
monomers contains two domains: an α-helical
domain and β-domain composed of antipar-
allel β-strands in a jellyroll β-barrel motif. [1]
As it is known from crystallographic stud-
ies, the organic substrate of HppE, i.e. (S)-
2-hydroxypropylphosphonic acid (S−HPP),
binds to iron in a bidentate fashion, which ac-
tives the site for binding of molecular oxygen.
In the presence of external electron donors,
several types of reactive iron-oxygen interme-
diates can be generated at the iron center. In
the subsequent step, hydrogen atom abstrac-
tion by one of those reactive species yields a
radical intermediate which through formation
of an epoxide ring produces fosfomycin and
regenerates the iron core.

Concerning our mechanistic studies, an
active site model was created from an
available crystal structure solved for the
HppE−Fe(II)−S−HPP complex, and it is
shown in Fig. 1. Except for metal ion and co-
ordinated substrate, the model contains first-
shell ligands of iron and second-shell polar
groups of residues interacting with the sub-
strate. There are several proposed scenar-
ios for substrate activation and cyclization
in the literature. [2] They differ in the re-
dox state of the reactive iron-oxygen species

responsible for the hydrogen atom abstrac-
tion (Fig. 2). Thus, in the first mecha-
nism (A), the substrate is directly activated
by a dioxygen molecule bounded to Fe(II).
In the second mechanism (B), which as-
sumes 1-electron reduction of the Fe(II)−O2

species prior to substrate activation, hydro-
gen atom is abstracted from the substrate by
a Fe(III)−hydroperoxide intermediate. Third
mechanism (C) requires 2-electron reduction

Figure 1: The optimized structure for the
active site model used for theoretical investi-
gations.
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Figure 2: Three mechanisms investigated for epoxidation of (S)-2-hydroxypropylphosphonic
acid.

of the Fe(II)−O2 species and involves a re-
active Fe(IV)=O species. [3] The reaction en-
ergy profiles were constructed for these three
a priori plausible mechanisms by determining
structures and energies of consecutive species
(including transition states) lying on the reac-
tion pathways. To this end density functional
theory (DFT) with B3LYP functional was ap-
plied to the active site model. Geometry opti-
mization was carried out with the software
package Jaguar 7, [4] whereas Gaussian 09
suite of programs [5] was used to locate tran-
sition states. Optimizations were carried out
using the double ζ basis set (lacvp) and then
the electronic energies for optimized struc-
tures were computed using a larger basis set
(cc-pVTZ(-f) for all atoms apart from iron for
which a triple zeta basis with a set of diffuse
functions (lacv3p+) was used). Final energies
were corrected for solvent effects (using di-
electric constant ε= 4 for the active sites in-
side the metalloenzyme), as well as zero-point
energy and the van der Waals empirical cor-
rection. [6] Results of single-point calculations
with B3LYP? functional were compared with
those obtained with B3LYP to check how sen-

sible they are with respect to variations of the
exchange-correlation functional.

Investigations were conducted for various
plausible spin states. The lowest barrier for
the hydrogen atom abstraction is observed for
the proposed mechanism C, and only for this
path the following step, i.e. S−HPP epoxida-
tion, was investigated. In Fig. 3 we present
barriers and energy effects obtained for the
energetically most favorable state for each
pathway: A— quintet, B — sextet, C — quin-
tet. During a one electron reduction of B1,
that leads to pathway C, the incoming pro-
ton may be placed on several atoms: oxygen
of the HOO group proximal to the iron, nitro-
gen of Lys23 or the oxygen of the substrate
(bound to carbon C2 of S−HPP). The last
one gave the most stable structure C′ (vide
Fig. 2) and led to a mechanism with a low
energy barrier. In the next step (C′ → C′′),
the O−O bond of the HOO group is cleaved
with the help of a proton transferred from
the S−HPP alcohol group to the leaving OH.
The species formed in this step is metastable
with high spin Fe(III) and an oxyl radical.
It is an excited state of the usual oxofer-
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Figure 3: The energy profile for reaction on pathway C and the most preferred spin state —
quintet. Black solid lines mark the most likely pathway and other possible routes are indicated
by gray dotted lines.

ryl compound (species C1). In an attempt to
estimate the energy barrier of de-excitation
(C′′→C1), a minimum energy crossing point
(MECP) between two non-interacting PESs
was located [7] and since its energy is almost
identical to C′′ we concluded that there is
no structural barrier for de-excitation C′′ to
C1. Transition from species C1 to C1′ (with
intermediate spin configuration of Fe(III))
is endothermic by about 11,0 kcal mol−1

(14,3 kcal mol−1 with B3LYP?) and involves
a barrier of 19,6 kcal mol−1 (20,8 kcal mol−1

with B3LYP?). De-excitation to C2 also pro-
ceeds without any energy barrier. Neverthe-
less, there is another possible pathway related
to the pro-R hydrogen placed only 2,04 Å
away from the oxyl radical. In this case, there
is also no barrier for the C−H bond cleav-
age leading directly to C1 (a ground state of
specie C2). Thus, some part of the reaction
may proceed on the excited state surface. It
was also checked if the reaction could continue
further from C1′ through hydroxylation or cy-
clization, but connected barriers are too large
(6,7 and 8,4 kcal mol−1 respectively) to make
these steps competitive.

In many cases oxoferryl species is involved
in hydroxylation of an organic substrate, what
can be understood as a transfer of the hy-
droxyl group from to Fe(III) to the radi-
cal carbon. Starting with C2 species, such
reaction has a relatively small barrier of
6 kcal mol−1 (4,4 kcal mol−1 with B3LYP?)
and yields very stable product with energy
about 28,7 kcal mol−1 (27,8 kcal mol−1 with
B3LYP?) lower than energy of C2. Reaction
of cyclization could hardly compete with the
so energetically favored reaction of hydroxy-
lation. To understand why in the HppE cat-
alytic cycle cyclization occurs and not hy-
droksylation it is important to notice that the
basicity of Fe(III)−OH allows for a transfer
of proton from the PO3H−Lys23 hydrogen-
bonded pair, which prevents hydroksyla-
tion and supports reduction of Fe(III) to
Fe(II) by decreasing the number of negatively
charged ligands in the first-shell. The bar-
rier for closing of the epoxide ring, starting
from the entity formed by a proton trans-
fer from PO3H−Lys23, is just 8,0 kcal mol−1

(6,5 kcal mol−1 with B3LYP?). It is signifi-
cantly less then the barrier of 20,6 kcal mol−1

149



Proceedings of the ISD Workshops A. Miłaczewska

(18,9 kcal mol−1 with B3LYP?) for formation
of the epoxide ring straight away from C2 to
E−P complex.

Applied model of the active center did not
involve hydrophobic residues in the vicinity
of substrate. It is a usual approach to reduce
the computational burden. However, in this
case the necessary simplification resulted in a
model favoring production of a trans-epoxide
— stereoisomer of fosfomycin. The barrier for
this process is 3,8 kcal mol−1 lower than for
the desirable formation of the cis-epoxide —
fosfomycin. The ongoing computational stud-
ies will address this issue.

In conclusion, catalytic reaction of HppE
for the native S−HPP substrate involves one
of species Fe(III)−O• or Fe(IV)=O in order
to cleavage the C−H bond (mechanism C).
The O−O bond cleavage yields Fe(III)−O•,
an excited state of Fe(IV)=O. This excited
species is considered catalytically important,
since it elicits cleavage of the C−H bond pro-
ceeding without any energetic barrier. More-
over, we found that formation of the epox-
ide ring depends on the number of nega-
tively charged ligands in the first shell of
iron, by affecting the redox potential of the
Fe(III)/Fe(II) couple. [8]
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Adsorption and deposition (irreversible adsorption) of colloids and bioparticles
at the solid/liquid interface leads to a spontaneous formation of a porous layer,
which may have a noticeable effect on the ion transport from the bulk solution
to the adsorption surface. Some electrochemical techniques, such as the cyclic
voltammetry and the rotating disk electrode, can be used to retrieve individual
ionic transport parameters in thin films or membranes, as well as many impor-
tant characteristics of the layer supported by a solid electrode and exposed to
an electrolyte solution. We used the cyclic voltammetry method to characterize
monolayers of one micrometer sulfate polystyrene latex particles. We conducted
measurements of the limiting diffusion current in the 1 mM solution of potassium
hexacyanoferrate(III) at various rotational speeds of the gold disk. Before each
experiment the gold rotating disk electrode was carefully prepared by mechanical
polishing to obtain a smooth, clear, and reproducible gold surface. We used a diffu-
sion cell for polistyrene latex particle deposition under barrierless conditions. The
coverage of the electrode surface was determined using an optical microscope. We
demonstrated a good agreement between the experimental results and theoretically
predicted limiting diffusion current at medium and high surface coverages of the
rotating disk electrode. Our results suggest that the voltammetric method can be
used for the characterization of monolayer thickness and porosity, as well as for
the determination of surface concentration of deposited colloidal particles.

Adsorption of colloidal particles at a
solid/liquid interface leads to a spontaneous
formation of a porous layer, which may have
a noticeable effect on the ion transport from
the bulk solution to the adsorption sur-
face. This phenomenon can be studied us-
ing the cyclic voltammetry (CV) method with
the rotating disk electrode (RDE). The ion
transport in the RDE system was first de-
scribed by Levich, and it has been well under-
stood. [1] His theoretical analysis was further
extended to membrane-covered RDEs. The
first research on this subject was published
by Gough and Leypoldt in 1979. They also
developed a mathematical model of the sys-
tem and compared the model-predicted and
experimental results of the mass transport
through a homogenous gel membrane cover-

ing the RDE. [2] The CV method with the
RDE has several important advantages. The
disk surface is equally accessible to the reac-
tant and the diffusion boundary layer thick-
ness is precisely determined. At low rotational
speed of the disk the diffusion boundary layer
is relatively thick and the major contribution
to the total diffusion resistance is the trans-
port through the solution. Under these con-
ditions, even when the RDE is covered with
a membrane, the limiting diffusion current is
proportional to the square root of rotation
rate. At high rotational speed, the thickness
of the diffusion boundary layer is small, the
resistance of the electrolyte solution is negli-
gible, and the diffusion current is determined
largely by the properties of the membrane
which covers the disk. In this way, the CV
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with the RDE can be used to evaluate quan-
titatively the mass transport through a mem-
brane or other thin films. [2]

To our knowledge, no results have been re-
ported in the literature for the important case
of the ion transport through layers of colloidal
particles. Therefore, the objective of our re-
search is to compare experimental and theo-
retical results of the limiting diffusion current
for a bare gold rotating disk electrode and for
the electrode with a monolayer of 1 µm latex
particles at medium and high surface cover-
ages.

We derived the equation for the limiting
diffusion current at the RDE with a layer of
particles from the model developed by Gough
and Leypoldt. They considered steady-state
mass transfer of a solute that was consumed
at the surface of the RDE covered by a ho-
mogenous gel membrane. [2] Using the method
of Levich [1] and assuming no convective flow
within the membrane they found the equa-
tion of the diffusion current in the case of
membrane-covered RDE. [2] In our system the
RDE has been covered by a porous layer of
spherical particles instead of a homogeneous
gel membrane. Considering that flow pene-
trates the porous medium only when its solid
volume fraction is less than 0,1; [3] we can ne-
glect the convective flow within the particle
layer if the surface coverage θ > 0,15. The
equation for the limiting diffusion current at
the RDE with an adsorbed layer of particles
(θ>0,15) is:

I = IL

{
1 +

2r[1 + θ(π/8− 1/3)]

δd(1− 2θ/3)2

}−1

, (1)

where IL is the current in the absence of the
membrane (Levich current), r — the particle
radius, θ — the surface coverage, and δd —
the thickness of the diffusion boundary layer.

We show the results obtained with Eq. (1)
in Fig. 1, where the normalized limiting diffu-
sion current I/IL is presented as a function of
surface coverage for several values of the nor-
malized layer thickness 2r/δd. The limiting
diffusion current decreases with the growth
of surface coverage, when the porosity of the
layer, and thus effective diffusion coefficient in

Figure 1: Normalized limiting diffusion cur-
rent as a function of surface coverage. Solid,
dash, dotted lines denote results for normal-
ized layer thickness 2r/δd = 1; 0,4 and 0,1
respectively.
the layer, decrease. This effect is more signif-
icant at high rotation rates, when the thick-
ness of the porous layer of adsorbed particles
becomes comparable to the thickness of the
diffusion boundary layer. However, even at a
relatively thin porous layer of the thickness
2r/δd = 0,1, the limiting diffusion current is
still reduced by more than 10%. In case of
thicker layers the current is reduced by more
than 30% at 2r/δd = 0,4 and more than 50%
at 2r/δd =1.

We performed cyclic voltammetry measure-
ments with the potentiostat/galvanostat Au-
tolab PGSTAT302N. We carried out the ex-
periments in a thermostatic glass cell using a
standard three-electrode system with a work-
ing gold RDE, a platinum counter electrode,
and an Ag/AgCl/sat. KCl reference elec-
trode. Immediately before the experiment,
the surface of working electrode was care-
fully polished for about ten minutes with a
0,05 µm Al2O3 MasterPrep Polishing Suspen-
sion (Buehler) with addition of isopropanol on
an extruded polystyrene pad, at the pressure
about 0,4 kPa, using a custom made polish-
ing machine. Then, it was rinsed with ultra-
pure water and isopropanol. The CV experi-
ments were conducted at 298 K in an aqueous
solution containing 1 mM K3[Fe(CN)6] and
0,15 M KCl as a base electrolyte. The elec-
trolyte solution was deoxigenated before the
measurements by bubbling with argon and
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the CV measurements were carried out under
argon atmosphere. The potential was changed
in the range of −0,6 V to 0,7 V at the scan
rate of 0,1 V s−1. Cyclic voltammograms were
recorded for seven various rotational speeds:
100, 200, 400, 800, 1600, 3200, 6400 [rpm].

Particle monolayers on the gold disk were
prepared using the negative latex particles
(SPL) bearing sulfate groups. The particle
size distributions obtained by means of laser
diffractometry (Particle Size Analyzer LS 13
320 Beckman Coulter) and dynamic light
scattering (Zetasizer Nano ZS of Malvern)
have been similar. [4] The average diameter
of the latex particles used in our experiments
has been 1,12 ± 0,02 µm. The SPL particles
have been negatively charged throughout the
entire pH range. The zeta potential has de-
creased from −54 mV at pH=2 to −112 mV
at pH=11. We carried out particle deposition
experiments in a diffusion cell. The bulk sus-
pension concentration of the latex particles
was nb = 1,8 × 1010 cm−3, at the concentra-
tion of KCl c = 10−3 M and pH = 2,0. After
adsorption, the Au RDE with a monolayer
was rinsed with distilled water and the CV
measurements were performed. Then, the cov-
erage of the electrode surface was determined

Figure 2: Cycling voltammograms for bare
Au RDE and for Au RDE with monolayer
of sulfate latex particles at surface coverage
θ = 0,15 and θ = 0,35; from bottom to top,
respectively. Experimental conditions: 1 mM
K3[Fe(CN)6] and 0,15 M KCl in aqueous so-
lution, potential scan rate 0,1 V s−1, rotation
frequency 6400 rpm.

Figure 3: Limiting diffusion current at Au
RDE with deposited colloidal particles at var-
ious surface coverage. Points represent exper-
imental results, lines represent values calcu-
lated with Eq. (1), based on surface coverage
determined by optical microscopy.

using an optical microscope. During all mea-
surements, the Au RDE with a monolayer of
colloidal particles was under wet conditions.

In this work we report the results of CV
measurements conducted for the surface cov-
erage of the SPL particles θ = 0; 0,15 and
0,35. We have observed significant reduction
of the limiting diffusion current after adsorp-
tion of the particle layer, as shown in Fig. 2.
Our experimental results are consistent with
the predictions of Eq. (1) with values of sur-
face coverage and porous layer thickness de-
termined by optical microscopy and dynamic
light scattering, respectively. This agreement
between our experimental and theoretical re-
sults is more evident in Fig. 3, where we have
demonstrated the dependence of the limiting
diffusion current on the square root of rota-
tional speed. For a comparison, Fig. 3 shows
the exemplary results for the bare electrode
(θ = 0) and the Au RDE with two various
monolayers (θ=0,15 and 0,35).

The results of our electrochemical measure-
ments showed that the CV and RDE tech-
niques can be used for characterization of
the ion transport through a colloidal layer in
terms of the limiting diffusion current. These
techniques also allow us to determine impor-
tant parameters of the adsorbed layer of col-
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loidal particles. Specifically, with this method
we can measure the particle surface coverage.
We have demonstrated a very good agreement
between our experimental results and theoret-
ically predicted limiting diffusion current at
medium and high surface coverages of the Au
RDE. Our research suggests that in the pres-
ence of colloidal particles the Levich plot be-
comes non-linear. The limiting diffusion cur-
rent decreases with the growth of surface cov-
erage, when the porosity of the layer and effec-
tive diffusion coefficient in the layer decrease.
This effect is more significant at high rota-
tion rates, when the thickness of the porous
layer of adsorbed particles becomes compara-
ble to the thickness of the diffusion boundary
layer. We believe that this method may have
practical applications for, e.g., detection and
determination of surface coverage of bacteria,
cells or other objects in the micron size range.

This work was supported by the EU Human
Capital Operation Program, Polish Project
No. POKL.04.01.01-00-434/08-02.
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Prussian blue (PB) nanoparticles were immobilized in polyelectrolyte (PE)
multilayers of various composition and thickness. Films containing nanopar-
ticles and poly(allylamine hydrochloride) (PAH) were formed using layer-by-
layer adsorption method. It was observed that the films exhibited electroac-
tive properties, increasing with the number of deposited PB layers. The prop-
erties of PEI/(PB/PAH)n multilayers were then compared with ones con-
taining additionally the conductive polymer poly(3,4-ethylenedioxythiophene)
poly(styrenesulfonate) (PEDOT:PSS). It was noticed that incorporation of the
conductive, water soluble polyelectrolyte enhances the electroactive properties of
the multilayer films. It also increased sensitivity of the multilayer covered elec-
trodes for electrochemical detection of hydrogen peroxide.

Prussian Blue (PB) as a mixed-valence hex-
acyanometalate salt is one of the longest
known coordination compounds. The first re-
ports concerning PB date back to the early
XVIII century when it was only used as a
blue pigment. In 1978 Neff reported that it
can be deposited onto an electrode surface
to produce an electroactive covering. [1] Since
then the attempt have been made to use PB
films in electrochemical sensors and biosen-
sors because of its catalytic properties to-
ward the detection of hydrogen peroxide. [2]
It is an essential indicator in food, pharma-
ceutical, clinical, industrial and environmen-
tal analyses. [3,4] Hydrogen peroxide is also
the by-product of many enzymatic reactions,
so its concentration can be used as a good
marker of the progress of the reaction. [5,6]
Prussian Blue can catalyse the electroreduc-
tion and electrooxidation of H2O2. The reduc-
tion process involves the high spin iron ions,
Fe3+/2+, whereas the oxidation of H2O2 is the
result of the redox reactions at the low-spin
iron ions. [7] The possibility for selective de-
tection of hydrogen peroxide by its reduction
in the presence of oxygen on Prussian Blue
modified electrodes was first demonstrated by

Karyakin et al., [8,9] while other groups used
oxidation at high anodic potentials. [10,11]

In the present work Prussian Blue nanopar-
ticles were synthesized by the reaction of
FeCl3·6H2O and K4[Fe(CN)6] in the presence
of 10−2 M HCl according to the recipe given
in [12]. The average PB particle size as ana-
lyzed by DLS technique, was around 10 nm.
The obtained nanoparticles were negatively
charged (as synthesized at pH = 2) with the
average zeta potential around −50 mV.

Fig. 1 present the comparison of
the build-up of PEI/PB/(PAH/PB)n
multilayer films (black line) with
PEI/PB/(PEDOT:PSS/PAH/PB)n mul-
tilayer (gray line) studied by QCM-D
technique. The decrease of quartz crystal
frequency after each polyelectrolyte and
Prussian Blue adsorption step is the evidence
of mass deposition on the crystal surface.
For the system containing PEDOT:PSS
the observed ∆F shifts, were bigger after
first few layers than for films consisted of
PB and PAH only. Although PEDOT:PSS
is negatively charged, it adsorbs on PB
terminated films (Fig. 1, gray line). It means
that PEDOT:PSS can cover local, positively
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Figure 1: QCM results showing the
frequency shift due to formation of
PEI/PB/(PAH/PB)n (black line) and
PEI/PB/(PEDOT:PSS/PAH/PB)n multi-
layer (gray line); dependency for n-layer
films.

charged voids between PB nanoparticles. In
this way the charge uniformity of the layer
is improved, which creates favourable condi-
tions for the deposition of next polycation
and subsequent PB layers. Moreover, pres-
ence of polyanion stabilizes the whole film.
One can observe in Fig. 1 that the significant
mass is desorbed during the rinsing step
after deposition of PAH. The desorption is
much decreased when PEDOT:PSS is used
for the formation of the multilayer film.
Another difference between the films, which
can be observed in Fig. 1 concerns their
viscoelastic properties. Splitting of the fre-
quency shifts for the quartz crystal overtones
for the PEI/PB/(PEDOT:PSS/PAH/PB)n
multilayers indicates on their more vis-
coelastic behaviour as compared with
PEI/PB/(PAH/PB)n, which are stiffer.

Cyclic Voltammetry (CV) was used to an-
alyze the electroactive properties of PB films.
The redox reaction of PB can be written
as: [13–16]

FeIII
4

[
FeII(CN)6

]
3
+e− ↔ FeII

4

[
FeII(CN)6

]
3

PB PW (1)

The voltammograms obtained for the gold
electrode covered with this films have two sets
of characteristic peaks corresponding to the
reduction of Prussian Blue (PB) to Prussian
White (PW) and the reverse process, the oxi-
dation of PW to PB. The potential separation
of the peaks was around 40 mV, which was
very close to the theoretical value, indicating
that fast charge transfer in the modified film
occurred. These are obviously not observed at
the bare electrode.

Films of PEI/PB/(PAH/PB)n and-
PEI/PB/(PEDOT:PSS/PAH/PB)n were
formed in the identical experimental
conditions as these applied for QCM ex-
periments. Appearance of the PB redox
peaks, is a clear evidence that multi-
layers containing PB nanoparticles have
electroactive properties, enhanced by the
presence of conductive polyelectrolyte
(PEDOT:PSS) in the film structure. In
order to compare directly the electroactive
properties of PEI/PB/(PAH/PB)n multi-
layers with ones containing PEDOT:PSS,
i.e., PEI/PB/(PEDOT:PSS/PAH/PB)n
we determined the current density in the
maximum of both reduction and oxidation
peaks. The results are illustrated in Fig. 2.
It can be observed that for both types of
films the redox current increased almost
linearly with number of deposited bilayers,
i.e., with number of adsorbed PB layers. The
current density of PB in the maximum of
oxidation and reduction peak is higher in
the presence of conductive polymer in the
multilayer structure that means that con-
ductive polymer improves the electroactive
properties of studied films. This improvement
can be attributed either to larger amount
of the Prussian Blue nanoparticles adsorbed
in the presence of PEDOT:PSS or to the
enhancement of rapid electron transfer to the
surface of the gold electrode by the presence
of conductive polyelectrolyte.

In the presence of H2O2 characteristic
peaks from reduction and oxidation of H2O2

appeared. We observed hydrogen peroxide
reduction at cathodic potential of about
−0,6 V. The product of H2O2 reduction was
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Figure 2: Comparison of oxidation (left panel) and reduction (right panel) cur-
rent density at gold electrode covered with PEI/PB(PAH/PB)n (circle) and with
PEI/PB/(PEDOT:PSS/PAH/PB)n multilayers (triangles) with increasing number of layers.

OH−. An overall reaction for the electrocat-
alytic reduction process can be written as: [17]

H2O2 + 2e− → 2OH− . (2)

Characteristic peaks of hydrogen peroxide ox-
idation:

H2O2 + 2e− → O2 + 2H+ + 2e− (3)

could be noticed at anodic potential about
0,6 V.

The efficiency of the polyelectrolytes and
Prussian Blue multilayer films for the H2O2

detection was determined in 0,1 M phosphate
buffer solution at pH = 7. We observed that
the height of redox current peaks decrease
with the number of CV cycles. For the sake of
comparison we determined the value of redox

current density from value of current in the
peaks in the second CV cycle. Fig. 3 presents
the dependence of the current density of the
oxidation and reduction of H2O2 for gold elec-
trode covered with PEI/PB/(PAH/PB)n and
the ones modified by PEDOT:PSS, on the
number of deposited PB layers.

Results presented in Fig. 3 imply that the
electrocatalytic properties of PB films can be
controlled by the number of adsorbed PB lay-
ers. It can be observed that the current den-
sities for oxidation and reduction of H2O2 in-
creases linearly with the number of deposited
PB layers. It suggests that hydrogen perox-
ide molecules have ability to diffuse through
the film. We can also notice that the peak
values of the anodic current are smaller then
cathodic ones. The films modified with con-

Figure 3: The comparison of the hydrogen peroxide oxidation (left panel) and
reduction (right panel) current density for PEI/PB/(PAH/PB)n (circles) and
PEI/PB/(PEDOT:PSS/PAH/PB)n (triangles) modified electrodes in the presence of 5
mM H2O2, obtained in pH=7 phosphate buffer solution.
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ductive polymer (PEDOT:PSS) are more sen-
sitive to the presence of hydrogen peroxide.

To summarize, we studied formation and
electroactive properties of multilayer films of
polyelectrolytes and Prussian Blue nanopar-
ticles. We noticed that larger amount of PB
nanoparticles were adsorbed when the PB
film was covered with the layer of conduc-
tive polymer (PEDOT:PSS). Cyclic voltam-
metry technique provided information about
the electroactive properties of studied multi-
layers. We observed linear increase of PB re-
dox current with the number of adsorbed PB
layers. The redox current was increased in the
presence of conductive polymer, which can
be attributed to larger amount of the Prus-
sian Blue nanoparticles adsorbed in the pres-
ence of PEDOT:PSS and also to the enhance-
ment of rapid electron transfer to the sur-
face of the gold electrode. The PE/PB mul-
tilayer films were successfully tested for elec-
trochemical detection of hydrogen peroxide.
Polyelectrolyte multilayers containing PB are
selective electrocatalysts for hydrogen perox-
ide reduction and oxidation. Incorporation of
the PEDOT:PSS in the multilayer structure
increases redox current of hydrogen perox-
ide. It gives possibility for application of hy-
brid PE/PB multilayers containing conduc-
tive polyelectrolytes for the electrochemical
detection of hydrogen peroxide in various ap-
plications, however, selection of the conduc-
tive polymer, preparation and measuring con-
ditions still need to be optimized.

The work was supported by the EU Human
Capital Operation Program, Polish Project
No. POKL.04.01.01-00-434/08-02.
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Molybdenum complexes were synthesized and thoroughly investigated. Presented
compounds contain different types and amounts of active oxygen, thus they were
found to be efficient catalysts in oxidation process of cyclooctane with molecular
oxygen. Results of X-ray diffraction and thermal stability studies are presented in
this paper.

Molybdenum compounds are well known
and widely used materials in catalysis, elec-
tronics, medicine, industry, etc. [1,2] Poly-
molybdates are interesting group of com-
pounds which exhibit structural and func-
tional diversity. They are very popular in ma-
terial engineering due to possibility of design-
ing compounds with desired features. When
combining organic substrates with inorganic
anions such as molybdates, new hybrid or-
ganic — inorganic materials with proper-
ties characteristic for individual component as
well as new ones acquired by combination of
them are obtained. [3] Some oxo-molybdenum
complexes show structural and functional
similarity to oxotransferases, molybdoezymes
which take part in oxygen atom transfer
(OAT) processes. [4] Octamolybdates are the
widest group of compounds among the poly-
molybdates. So far, eight isomers are known:
α, β, γ, δ, ε, ζ, η and θ. [3,5] Our attention
was drawn to gamma isomer, where the core
of the structure is the [Mo8O26]−4 anion and
molybdenum atoms are surrounded by oxygen
atoms. The 6 Mo atoms are in octahedral and
2 in square pyramidal coordination. Number
and type of oxygen atoms are as follow: 14 Ot,
6 µ2−O, 4 µ3−O, 2 µ4−O. According to the
literature, the isomer γ is an intermediate be-
tween octamolybdates α and β. [3]

The subgroup of polymetallates are peroxo-
complexes which contain variable amounts of
active oxygen. Peroxo oxygen is highly reac-
tive but also is the main cause of instability

of peroxo compounds. What is more, the re-
activity of peroxocomplexes can be controlled
by a proper ligand selection. [6] Strong oxidiz-
ing properties of peroxocomplexes are used
in the processes of oxidation of alcohols [7]
and sulfur-based compounds, [2] epoxidation
of alkenes and cycloalkenes, [8] in bleaching
processes and photodynamic therapy as com-
pounds with peroxo groups are source of sin-
glet oxygen.

During my research new polymetallates
were synthesized. Two γ-octamolybdates, one
polymeric hybrid material and three ox-
odiperoxomolybdates are described below.
The compounds were characterized with the
use of following techniques: single crystal
X-ray diffraction, X-ray powder diffraction,
DSC/TG, SEM, IR spectroscopy. In Table 1
basic crystallographic data of investigated
compounds are summarized. The obtained re-
sults were the key to know the structure, ther-
mal stability and morphology of the new com-
plexes.

In my research two new γ-type octa-
molybdates of pyridine derivatives were syn-
thesized. The compound {1} is an octa-
molybdate of 4-methylpyridine with formula:
{[Mo8O26 ·2(C6H7N)]·4(C6H7NH)·H2O} and
compound {2} of 3,4-dimethylpyridine with
formula: {[Mo8O26 ·2(C7H9N)] ·3(C7H9NH) ·
NH4 · 2H2O}. As it can be seen in Fig. 1
(only the molybdate anions are presented), in
both compounds the nitrogen atom from pyri-
dine ring is directly connected to Mo atom
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Figure 1:
Octamolyb-
date anions
of compounds
{1} and {2}.

from the anion. Octamolybdates are stable
until 100◦C, then degradation occurs. Dur-
ing thermal decomposition of compound {1}
the gamma isomer was converted into beta
isomer, which agrees with published reports
mentioned above. The final product of ther-
mal decomposition is molybdenum trioxide
with melting point around 795◦C observed in
TG/DSC curves.

A new polymeric organic-inorganic mate-
rial was obtained from molybdic acid and
1,2-phenylenediamine with formula [MoO3 ·
C6H4(NH2)2]n. The Mo atom is in octahedral

coordination surrounded by four oxygen and
two nitrogen atoms. The infinite chain is built
of MoO4N2 octahedra linked to each other
by O atoms. To each Mo atom a molecule of
amine at an angle of 102◦C (to chain axis) is
attached through two Mo−N bonds (Fig. 3).
XRD vs. temperature studies indicate that
compound {3} is stable until 225◦C, then
amorphous phase occurs followed by crystal-
lization of MoO2 and MoO3. Results from
TG/DSC studies confirm conclusions from
XRPD vs. temperature described above. Mor-
phology of the compound {3} before and af-

Table 1: Crystal data for all presented compounds.

{1} {2} {3}
Crystal system Monoclinic Triclinic Orthorombic

SG C2/c (15) P − 1 (2) Pnma (62)
Cell a=27,086(4) a=10,786(3) a=19,429(6)

parameters b=11,917(2) b=13,772(4) b=10,109(3)[
Å, ◦

]
c=19,332(2) c=18,358(5) c=3,8332(10)
β=124,42(1) α=81,69(2)

β=83,27(2)
γ=87,35(2)

Volume [Å3
] 5147,09(1) 2678,54(1) 752,86(5)

Weight [g/mol] 1764,32 1776,38 252,02

Z 4 2 4
{4} {5} {6}

Crystal system Triclinic Monoclinic Monoclinic
SG P − 1 (2) P21/c (14) Pc (7)
Cell a=6,687(4) a=7,504(2) a=5,416(3)

parameters b=6,965(4) b=28,473(7) b=5,350(2)[
Å, ◦

]
c=12,012(7) c=7,777(2) c=16,976(7)
α=76,42(4) β=111,43(1) β=106,23(3)
β=77,43(4)
γ=69,48(4)

Volume [Å3
] 503,66(5) 1546,82(7) 472,29(4)

Weight [g/mol] 664,16 912,35 317,06

Z 1 2 2
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Figure 2:
Compounds
{4}, {5}, {6}.

ter annealing in 400◦C was investigated. SEM
images show layered structure of the sample
before and plates with thickness of 0,25 µm
after calcination.

Three oxodiperoxocomplexes of molybde-
num with nicotinic acid were obtained. Their
structures are presented in Fig. 2. Compound
{4} and {5} consist of cyclic dimeric cen-
trosymmetric anions. In the case of {4} neg-
ative charge of anion is compensated by am-
monium cations, in {5} by protonated nico-
tinic acid. What is more, in both compounds
characteristic N-oxide block is formed by oxi-
dation of nicotinic acid to nicotinic acid N-
oxide. General formulas of compounds are:
{4} (NH4)2 · 2[MoO(O2)2 ·OC6H4NO2] and
{5} (C6H5NO2)2 · [MoO(O2)2 ·OC6H4NO2]2 ·
2(H2O). As it can be noticed, the struc-
tures of {4} and {5} are similar to each
other, while the {6} is quite different. Com-
pound {6} is an inner salt, where negative
charge of oxodiperoxomolybdate fragment is
compensated by protonated nicotinic acid
fragment: [MoO(O2)2(H2O)C6H5NO2]. Al-
though, all mentioned oxodiperoxocomplexes
contain the same organic ligand, the methods
of syntheses caused differences in their struc-
tures. The time of synthesis plays a crucial

Figure 3: Compound {3}.

role, the formation of {4} and {5} takes at
least 24 hours, whilst the compound {6} is ob-
tained after 1 hour. Another interesting fact is

that during synthesis of compounds {4} and
{5} an intermediate product was detected and
it turned out to be the compound {6}. Yellow
needle or plate shaped crystals were obtained
and investigated with the use of single crystal
X-ray diffraction method. Phase purity was
tested with the use of X-ray powder diffrac-
tion technique. The spectra obtained with the
use of FTIR spectroscopy verified presence of
[Mo=O], [Mo−(O)2] and [O−O] groups. All
the synthesized complexes are stable in the
room temperature. During thermal decompo-
sition they undergo degradation after 100 –
125◦C, next amorphous phase is observed and
above 300◦C recrystallization of MoO3 oc-
curs. In the case of compound {5} phase of
MoO2 is observed between 200 – 250◦C, which
next is oxidized to molybdenum trioxide. The
TG/DSC studies agrees with the results of
XRPD vs. temperature. The final product of
degradation processes is molybdenum trioxide
with melting point around 795◦C, for com-
pound {5} endothermic peak corresponding
to the melting of MoO3 was shifted towards
higher temperatures due to presence of MoO2

in the heated sample (melting point 1100◦C).
The morphology of the samples after anneal-
ing in 600◦C was also examined, rounded
rectangular plates of MoO3 with thickness of
0,15 – 0,25 µm were observed.

Tests for catalytic activity of presented
compounds were performed. In oxidation re-
action of cyclooctane (Fig. 4) investigated
compounds show various ability to converse
cyclooctane to cyclooctanone and cyclooc-
tanol. It is very possible that these com-
pounds will be also active in oxidation of
other alkanes, therefore will find application
in reaction used in industry. For example,
through oxidation of cyclohexane with H2O2

adipic acid is produced. [9] Also a lot of molyb-
denum compounds together with hydrogen
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Figure 4: Cyclooctane oxidation.

peroxide are known and used in the design
and syntheses of catalysts for „cleaner indus-
trial processes”. [10] The reaction was carried
out in a batch type reactor with temperature
T = 120◦C and pressure p= 10 atm. The oxi-
dizing agent used in the reaction was molec-
ular oxygen and the ratio of cycloalkane to
oxygen was 6,5a. All but one of presented
complexes were tested and showed the abil-
ity to catalyze reaction of cyclooctane oxida-
tion. The highest total cyclooctane conversion
(around 53%) occurred for peroxocomplexes
{5} and {4}, the lowest for γ-octamolybdate
(22%). Catalytic activity of investigated com-
pounds was as follows: {5}>{4}>{3}>{6}>
{1}. However, the best selectivity to cyclooc-
tanone was observed for compound {3}. The
exact reaction path is not known yet. Further
tests must be undertaken.

For all newly synthesized compounds struc-
tural and physicochemical investigations were
performed. The main properties of the com-
plexes were described in this paper. As for
practical use, it was shown that these poly-
metallates are active and enable high conver-
sion of cyclooctane.

aCatalytic tests were performed in the group of dr
J. Połtowicz, lab. Homogeneous Catalysis in J. Haber
Institute of Catalysis and Surface Chemistry PAS.
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Matrices made of LiAlO2 and containing eutectic lithium and potassium car-
bonate in the Li/K molar proportion 62/38 were prepared using the method of
tape-casting. The stability over time, and during the warm-up and cool-down cy-
cles of the matrices obtained by this method was investigated by electrochemical
impedance spectroscopy.

The most important part of a fuel cell is
the matrix. It has to fulfill three basic re-
quirements. Firstly, it ought to be gas-tight,
to assure that there is no mixing of gases be-
tween the anodic and cathodic compartments.
Secondly, it must be a good ionic conductor.
Finally it must not be electronically conduc-
tive. Only matrices satisfying these three con-
ditions can be used in fuel cells. [1] Preparation
of such a matrix is not an easy task.

Eutectic mixtures of alkali metal carbon-
ates are usually used as electrolytes in carbon-
ate fuel cells, because they show lower melting
temperatures in comparison to monometal-
lic carbonates. There are several methods for
producing matrices containing carbonate eu-
tectic. Currently, the most popular is the
method consisting of mixing the LiAlO2 pow-
der with powdered carbonates and pressing
them into the form of pellets. [2] Unfortu-
nately, this method requires a high pressure
press. In the other method one makes two
carbonate films by tape-casting method. [3]
LiAlO2 matrix is saturated with carbonates
by heating the matrix between such films
at the temperature higher than the melt-
ing temperature of carbonates. That method
gives better dispersion of carbonates, because
LiAlO2 matrix porosity can be measured and
the amount of carbonates needed to saturate
the matrix can be calculated. However, that
method does not guarantee the even distribu-
tion of the eutectic in the matrix. Given all

these problems we decided to use the tape-
casting method in a slightly altered form.
The method consists in preparing LiAlO2 ma-
trix containing carbonate eutectic in a single
technological process. It provides a mechan-
ically robust and chemically resistive matrix
with well dispersed carbonates. The paper de-
scribes in details the preparation, and prelimi-
nary investigations of the conductivity of such
prepared matrices.

The first stage of tape-casting method is a
thorough mixing of LiAlO2 powder and potas-
sium lithium carbonate eutectic in a solvent
in the presence of a dispersant. The mixture is
than subjected to 24 h grinding before adding
of the binder and the plasticizer. The mixture
is again milled for 24 hours and then poured
onto a PTFE foil, dried, separated from the
foil and finally fired at 750◦C. Scheme of the
casting process of the matrix together with
the electrolyte is shown in Fig. 1. Refining
of the procedures required multiple tests with
different proportions of the matrix material,
electrolyte, binder, plasticizer and solvent. In
the first trials the solution was not degassed
before pouring the film. That caused the non-
uniformity of prepared films. The air bub-
bles formed in the film weakened its struc-
ture and caused cracking of the films during
the firing. Only thorough degassing of sam-
ple, which was performed in a desiccator, en-
abled preparation of more homogeneous sam-
ples. Another problem is the process of grind-
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Figure 1: Scheme of the process of the prepa-
ration of the matrix with the electrolyte by
tape-casting method.

ing. Choosing of the right grinding time is one
of the most important factors affecting the
quality of the film.

The carbonates present in the matrix may
evaporate, changing the matrix conductivity,
and the freezing and melting of carbonates
present in the pores of the matrix can cause
degradation of the cell structure. So, the films
after firing underwent testing by impedance
spectroscopy to check the stability of the ionic
conductivity parameters at the temperature
of work and during heating and cooling cycles.
The measurements were conducted at 650◦C
in air. The tested films were placed between
two silver plates, which constituted the anode
and the cathode of our measuring system. As
shown in Fig. 2 the resistance of the matrix,
estimated as the intersection of the tangential
to the high-frequency part of the impedance
plot with the real axis did not change within a
few hours. The full test took about 24 hours
and after that time no changes in the resis-
tance of the matrix were observed. The sit-
uation is somewhat different during subse-

Figure 2: Changes of the impedance of ma-
trix filled with electrolyte in time.

quent annealing of the sample. As shown in
the Fig. 3 the resistance of the sample dimin-
ishes between consecutive cycles. That phe-
nomenon can be explained by the formation
of microcracks in the matrix structure due
to expansion of the carbonates during cool-
ing/heating cycles. In the next cycle those
microcracks are filled with molten carbonates
and created a kind of micro-channels that in-
crease the ionic conductivity. Despite the for-
mation of microcracks in the internal struc-
ture of the matrix the leaking of the gas did
not occur up to at least 10 cycles as observed
in our experiments. It means that the matrix
made of LiAlO2 and carbonate electrolyte,
produced by tape-casting method, is mechan-
ically stable and no leakage of carbonates oc-
curs.

Currently, our investigations are focused on
the use of SDC powder (Sm0,2Ce0,8O2) to
produce this type of matrices. The choice of

Figure 3: Changes of the impedance of ma-
trix during subsequent subsequent heating-
cooling cycles.
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this compound is dictated by the high ionic
conductivity of SDC which would result in
dual-electrolyte system. In such a system the
charge is transported both by the O2− ions
derived from SDC as well as CO2−

3 ions de-
rived from carbonates. In addition, studies
are planned with the use of other carbonate
eutectics (lithium sodium eutectic and potas-
sium sodium lithium triple eutectic) to select
a eutectic with the best ionic conductivity and
stability.

In summary, among the various methods of
obtaining carbonate filled electrolyte matrix
tested up to now, the method of preparing a
matrix with a eutectic carbonate in one pro-
cess proved to be the best solution. That so-
lution provides a very good dispersion of the
eutectic in the matrix. At the same time the
obtained matrix shows a relatively high resis-
tance to cyclic warming and cooling and es-
pecially the stability of the resistance of the
electrolyte over time. With prolonged anneal-
ing no changes in the impedance were ob-
served which means that the carbonates did
not evaporate from the matrix. After 10 cycles
of warming and cooling no mechanical degra-
dation nor gas leaking was observed.

? ? ?
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Glial brain tumours are currently one of the least understood types of cancer. It
is believed that transition metals play a particular role in both the formation of
cancer and protection against carcinogenic agents. In this study, maps of the dis-
tribution of selected elements in specific areas of cancerous tissue have been drawn
up. In addition, analysis of the XANES spectra enabled us to determine the av-
erage oxidation state of iron present in the brain tissues examined. This study
showed that the ratio of Fe2+ to Fe3+ content increases with the brain tumour
malignancy grade. It has also demonstrated the advantage of using cryogenic con-
ditions over other methods of sample preparation for the analysis of the oxidation
states of elements present in the tissues.

Cancer currently causes nearly as many
deaths as cardiovascular diseases. [1] Tumours
of the brain and central nervous system are
among the ten most common types of can-
cer, [2] and are among the tumours with the
smallest survival rate, [3] with most patients
living for less than one year after diagnosis. [4]

Despite the significant progress made in
medicine in recent years, glial brain tumours
are still considered one of the less known
types of cancer. Information about the chem-
ical changes occurring during carcinogenesis
in some selected elements present in the tis-
sue may well contribute to this knowledge.
It is believed that carcinogenesis is stimu-
lated by free radicals, whose formation is con-
trolled by some transition elements. Their
increased concentration causes modifications
in DNA bases, enhances lipid peroxidation
and causes a lot of other effects that disturb
metabolism. [5] The most important transition
element in terms of carcinogenesis is iron, be-
cause it controls the formation of the most re-
active free radicals via the Fenton reaction. [6]

Fe(II)+H2O2→Fe(III)+•OH+OH−. (1)

It is therefore important that iron atoms be
protected from oxygen molecules so as to pre-
vent them from catalyzing redox reactions.
This protection is carried out by binding iron

in chelates, such as hemoglobin. [7] For this
reason, it is important to attempt to deter-
mine the oxidation states of iron in tumour
tissues and the chemical environment of iron
atoms. Copper also has toxic properties be-
cause, like iron, it takes part in the Fenton re-
action, causing the formation of free radicals.
On the other hand, copper is a component
of many enzymes that scavenge free radicals.
The most important among them is super-
oxide dismutase CuZn (CuZnSOD) because
it binds as much as 25% of the copper con-
tained in the human brain. [8] CuZnSOD pro-
vides protection against the superoxide radi-
cal (O•−2 ) by catalysing this reaction:

O•−2 +O•−2 +2H+→H2O2 + O2. (2)

This enzyme is necessary for the survival of
all cells that metabolize oxygen, so it must
not be damaged. [9] Also, an increased copper
to zinc ratio was observed in tumour tissues
in relation to non-tumour ones. [10]

In order to study tissues of glial brain tu-
mours, we chose X-Ray Fluorescence (XRF)
to determine the concentrations of chemical
elements, and the XANES method to deter-
mine the mean oxidation state of some se-
lected elements present in the tissue.

The samples were collected intraoperatively
during the resection of a brain tumour. Sam-
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ples were cut from the material for three
purposes: histopathological analysis, to map
the distribution of chemical elements, and
for the bulk analysis of the mean oxidation
state. Samples of the first type were cryo-
sectioned to a thickness of 5 µm and stained
with hematoxylin-eosin and then subjected to
histological examination to identify the type
and malignancy grade of the tumour. An ad-
jacent piece of tissue was cut to a thickness of
20 µm and then placed on X-ray-transparent
Ultralene foil, stretched on a polymer disc.
Next the sample was dried at a sub-zero tem-
perature. The samples for the bulk analysis
were trimmed to a volume of about 1 cm3 and
placed in polymer containers covered with Ul-
tralene foil on the side exposed to X-rays. The
samples were immediately frozen at −80◦C
and stored at this temperature to minimize
biochemical processes such as oxidation.

Among the samples analyzed, there were
tumours with different degrees of malignancy,
according to the latest World Health Organi-
sation (WHO) classification. Among the sam-
ples examined were such cancers as glioblas-
toma multiforme (WHO IV), anaplasticum
astrocytoma (WHO III), oligodendroglioma
anaplasticum (WHO III) and meningioma
atypicum (WHO II). As a non-cancerous con-
trol sample, brain abscess wall was used. The
samples were taken from the Institute of Neu-
rology, Medical College, Jagiellonian Univer-
sity in Cracow. The study was approved by
the Jagiellonian University Bioethics Com-
mittee (KBET/101/B/2012). FeO and Fe2O3

were used as the reference materials of iron in
different oxidation states.

The XANES study was carried out at
beamline C of DORIS III synchrotron in the
HASYLAB at DESY in Hamburg. The sam-
ples were measured in a vacuum at the tem-
perature of liquid nitrogen. In the measure-
ments, the fluorescent mode was used and the
energy of the incident radiation ranged from
7,05 keV to 7,70 keV. XRF studies were car-
ried out at beamline I18 at Diamond Light
Source. Distribution maps of chemical ele-
ments were collected from rectangular sec-
tions of the tissue with side lengths of up to

Figure 1: Absorption edge energies of Fe
for various malignancy grades (according to
World Health Organization scale) and adsorp-
tion edge energies for Fe2+ and Fe3+.

several hundred microns. The beam size was
2 µm × 5 µm. The sampling time at a single
point was 1 s. Spectra of iron and zinc present
in the bulk samples were measured near the
K edges of the elements. The spectra were
normalized by the radiation intensities mea-
sured in the ionization chamber before the
sample in order to compensate for the effects
associated with changes in beam current ex-
citation. The background was subtracted and
the spectrum normalized by the average value
of the absorption coefficient above the edge.
The data were analyzed using the Athena pro-
gram from the IFEFFIT package. An attempt
to determine energies at which the absorp-
tion edges occur proved problematic with the
first derivative method commonly used for
this purpose. The difficulties arose from the
overlapping of the absorption edges coming
from different oxidation states of the same el-
ement. We therefore decided to use an inte-
gral method involving the determination of
the centre of gravity of the absorption curve
in the region of the absorption edge:

E0 =E(µ1)+
1

µ2−µ1

E(µ2)∫
E(µ1)

[(µ2−µ(E)] dE, (3)

where µ1 and µ2 are the absorption coeffi-
cients which were assumed to be the begin-
ning and end of the absorption edge. [11]
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The energies at which the absorption edges
occur for iron in the analyzed samples of glial
brain tumours are plotted in Fig. 1 as a func-
tion of the malignancy grade. In the chart it
can be seen that the higher the malignancy
grade of the tumour, the higher the ratio of
the Fe2+ to Fe3+ content in the tissue. This
relationship has been observed so far for a
small number of samples due to the limited
availability of tissues of glial brain tumours.
These results offer hope, however, for differen-
tiating between tumour grades based on the
average oxidation state of the iron contained
in the tissue.

Figure 2: Concentration distribution maps
of: (a) calcium, (b) zinc, and (c) copper in a
scrap of slightly cancerous tissue including a
calcifications area, sized 30 µm× 60 µm.

For X-ray fluorescence analysis, areas of the
tissue characteristic of the various malignancy
grades were selected. These included a ho-
mogeneous area, a blood vessel and a calci-
fication area. These areas were identified by
comparing the X-ray-studied sample with the
adjacent scraps of the tissue stained for his-
tological examination. The results were ana-
lyzed using the QXAS program developed by
the IAEA. Based on the calculated intensi-

Figure 3: Concentration distribution maps
of: (a) iron, (b) zinc, (c) bromine, and
(d) rubidium in a scrap of tissue affected
by anaplastic oligodendroglioma (WHO III),
sized 200 µm× 80 µm including a blood ves-
sel area.

ties of the fluorescence lines of selected the
chemical elements, maps of their distribution
were drawn. Fig. 2 shows distribution maps of
calcium, zinc and copper present in the cal-
cification of a tissue slightly affected by can-
cer. In addition to the higher calcium level in
the calcification area, the zinc level was also
elevated. Note also that the ratio of copper
to zinc is higher in the cancerous tissue sur-
rounding the calcification than in the calcifi-
cation itself. Fig. 3 shows a map of the distri-
bution of elements in the wall of a blood vessel
located in the tissue of anaplastic oligoden-
droglioma — cancer of the third malignancy
grade according to the WHO scale. Increased
levels of iron, zinc, bromine, and rubidium in
the wall of the blood vessel were observed, as
was slight penetration of these elements into
the tissue surrounding the vessel. Analysis of
the XANES spectra measured for tumours
with various malignancy grades showed that
iron in these samples occurs almost entirely
in the third oxidation state (Fig. 4). These
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Figure 4: XANES spectra for Fe2+, Fe3+ and brain glioma samples (grade I — meningeoma
monstrocellulare et microcysticum WHO I, grade II — astrocytoma diffusum partim micro-
cysticum WHO II, grade III — astrocytoma anaplasticum WHO III, grade IV — glioblastoma
multiforme WHO IV).

results do not reflect the results obtained in
bulk analysis, in which the average oxidation
state of iron varied for various types of brain
cancer. This may be caused by the differences
in the preparation of samples, because the
samples for bulk analysis were stored from
the moment of collection at a temperature
not higher than −80◦C, whereas thin samples
were stored at room temperature. These re-
sults show the importance of the cryogenic
conditions we used for the measurements.

The results show that the analysis of the
average oxidation state of iron present in the
tissues of glial brain tumours may be useful
for assessing the malignancy grade of glial
brain tumours. This type of analysis could
contribute information to complement histo-
logical analysis. The only requirement of the
analyzed samples is that they be as similar
as possible to their natural form, hence the
need to freeze the samples immediately upon
collection.

The research leading to these results has
received funding from: the European Com-
munity’s Seventh Framework Programme
(FP7/2007-2013) under grant agreement No.
226716, Diamond Light Source Ltd, Didcot
Oxfordshire, European Synchrotron Radia-
tion Facility, Grenoble, France, HASYLAB,
Hamburg, Germany and the Ministry of Sci-
ence and Higher Education (Warsaw, Poland)
grant No. N N518 377 537. I would also like
to thank Mateusz Czyżycki for his assistance
in the measurements and data preparation.
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Deposition of zeolite nanoparticles onto silica monolith
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Highly porous silica monoliths can be used for deposition of different active
phases/materials. They can form assemblies for variety of purposes, for exam-
ple for separation, encapsulation of biomolecules [1] and for catalysis. [2] One of
the active phases providing active centers for catalytic reactions are small zeolite
particles. A shorter diffusion path, being the result of nanosize of the crystals,
enables better accessibility to the Brønsted acid sites located in the network of ze-
olitic channels. The aim of this study was to determine how various parameters of
the procedure of the deposition of the zeolite nanoparticles on the walls of meso-
/macroporous silica monolith influences effectiveness of the process. In order to
enhance the interaction between the monolith surface and zeolite nanoparticles the
surface charge of the latter was reversed by polycation adsorption. The effect of:
i) type of a polyelectrolyte used, and ii) duration of the deposition of nanoparticles
was examined.

Silica monoliths and suspension of the MFI
type zeolite nanocrystals (c.a. 100 nm in
size) were used. Poly(ethyleneimine) (PEI)
and poly(diallyldimethylammonium chloride)
(PDADMAC) were applied to generate posi-
tive charges on the surface of zeolite nanopar-
ticles prior to their deposition on the walls of
monolith. Duration of the deposition varied
from 1 h to 3 h.

Silica monoliths were synthesized by sol-
gel method developed by Nakanishi. [3] 0,5 g
of polyglycol ethylene (PGA) was added

Figure 1: Adsorption/desorption isotherms
of silica monolith.

to HNO3 (1 mole/dm3). Then 4,5 ml of
tetraethylortosilicate (TEOS) was added to
obtain a clear solution. Subsequently, 0,2 g
of cetyltrimethylammonium bromide (CTAB)
was added under stirring conditions. After
obtaining a clear solution, the mixture was
poured into straws to form desired shape and
dried at 400◦C for 14 days. Synthesized mono-
liths were washed with distilled water and im-
mersed in a NH4OH solution (1 mole/dm3) at
90◦C for 9 h. After this treatment they were
washed in distilled water and dried at 60◦C.
Finally, dry monoliths were calcined at 550◦C
for 5 hours in dry air.

The SEM analysis proved a sponge resem-
bling structure of the monoliths with hierar-
chical pore size distribution. Specific surface
area of the prepared monoliths as well as size
and distribution of the mesopores were exam-
ined with N2 sorption technique. Shape of ad-
sorption/desorption isotherms and hysteresis
loop (of H1 type) showed in Fig. 1 are charac-
teristic for mesoporous structure. [4] The BET
specific surface area of the monoliths was in
the range 340 – 390 m2/g. Pore size distri-
bution analysis showed that mean diameter
of mesopores is approx. 10 nm. Macropores
presented in the SEM micrograph (Fig. 2)
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Figure 2: SEM image of silica monolith.

are of micrometers size. The deposition of
nanocrystals occurred mainly on the wall of
these macropores.

Zeolite nanocrystals were synthesized from
solution of molar ratio:

103SiO2 : 1 Al2O3 : 1 Na2O :

: 272 H2O : 90 (TPA)2O .

The synthesis from the clear solutions in
stirring conditions was carried out in an oil-
bath at 85◦C. After 44 hours of synthesis a
monodispersed colloid gel was obtained with
crystals’ size of ca. 100 nm (Fig. 3). The sus-
pension was centrifuged, washed with distilled
water and alkalized with ammonium hydrox-
ide solution (to pH = 10) to protect against
aggregation of the nanocrystals in suspension.
The X-ray diffraction pattern proved that ob-
tained nanoclusters have the MFI structure
(Fig. 4).

Figure 3: SEM image of MFI zeolite
nanocrystals.

Figure 4: The diffraction pattern of MFI ze-
olite nanocrystals.

The surface of the silica monoliths and
zeolite nanoclusters are usually negatively
charged. In order to make their interac-
tion possible, a charge-changing agent has to
be used for the components i.e. for mono-
liths or nanoparticles. For this purpose, poly-
electrolytes, i.e. polyethylene imine (PEI)
and poly(diallyldimethylammonium chloride)
(PDADMAC) were chosen to change surface
charge of the zeolite nanoparticles.

First, the solution of PEI has been prepared
(in concentration of 1000 ppm in water so-
lution of 10−2 mol/dm3 NaCl). Zeta poten-
tial of this solution was +26,2 mV, whereas
zeta potential of zeolite nanocrystals suspen-
sion was −47,7 mV. In order to estimate
the optimal proportion of the polyelectrolyte
and nanocrystals, which protects the system
against nanoparticles aggragation, an increas-

Table 1: Zeta potentials of the zeolite
suspension-PEI polyelectrolyte.

zeolite suspension:PEI ζ
[cm3:cm3] [mV]

1,0 : 1,0 12,7
1,0 : 1,5 20,8
1,0 : 2,0 25,3
1,0 : 2,5 28,2
1,0 : 3,0 27,0
1,0 : 3,5 31,4
1,0 : 4,0 32,2
1,0 : 4,5 1,0
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Figure 5: SEM images of nanoparticles deposited on the walls of monolith modified with
PEI after: a) 1 h, b) 2 h, c) 3 h.
Table 2: Zeta potentials of the zeolite
suspension-PDADMAC polyelectrolyte.

zeolite
suspension:PDADMAC ζ

[cm3:cm3] [mV]

10 : 1 46,8
20 : 1 43,8
40 : 1 39,4
50 : 1 0,2

ing amount of the polyelectrolyte solution was
added to the zeolite suspension. After each
portion added, Zeta potential of the mixture
was measured. Such titration was carried out
till the aggregation has been observed and ev-
idenced by a sharp decrease of the Zeta po-
tential value (c.a. 0 mV). The optimal ratio
of PEI solution to the zeolite suspension for
which no aggregation occurred has been de-
termined i.e. 1 ml PEI/16 ml zeolite suspen-
sion (Table 1).

In order to deposit nanoparticles the mono-
lith was submerged into the mixture of this
composition and placed in an ultrasound
bath. Time of the deposition varied from 1 h
to 3 h. After every hour sample was taken for
analysis.

Samples were examined by scanning elec-
tron microscopy (SEM). The extent of cover-
age showed a strong dependence on the time
of deposition. After 1 hour of deposition the
surface was not completely covered whereas
a monolayer of zeolite nanocrystals was ob-
served after 2 hours. After 3 hours formation
of a multilayer was observed (Fig. 5).

Similar deposition procedure has been
performed using second polyelectrolyte i.e.
PDADMAC solution (prepared in concentra-
tion as that one of PEI). The Zeta potential
of polyelectrolyte solution was found to be
+32,6 mV. Optimal proportion of zeolite sus-
pension and polyelectrolyte solution has been
determined in the same way as in the case
of PEI. The optimal ratio found was: 0,1 ml
PDADMAC/4,0 ml of the zeolite suspension
(Table 2). Deposition was carried out as de-
scribed for PEI, i.e. by submerging the mono-
lith in the mixture of polyelectrolyte and ze-
olite (placed in an ultrasound bath). Results
of SEM analysis of the samples after 1, 2, and
3 hours of the deposition are shown in Fig. 6.

The obtained results revealed that more
PEI solution — in comparison to PDADMAC

Figure 6: SEM images of nanoparticles deposited on the walls of monolith modified with
PDADMAC after: a) 1 h, b) 2 h, c) 3 h.
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— can be used for an effective nanoparticles
deposition. This is mainly due to the fact that
PDADMAC is a stronger polyelectrolyte. It
does not mean, however, that it is more suit-
able for effective deposition of nanoparticles
onto silica monoliths. As seen in the SEM mi-
crographs the use of PEI polyelectrolyte leads
to better coverage than that observed when
PDADMAC has been applied.

The obtained data proved that use of
the PEI — from the solution of high ionic
strength — leads to better and more ho-
mogenous deposition of the nanoparticles on
the walls of the monolith in comparison to
PDADMAC. The increased duration of the
deposition resulted in formation of multilayer
of the nanocrystals.
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Carbon nanotubes (CNTs), nanocylindrical forms of pure sp2 carbon, are one
of the most exciting and interesting discoveries of this century. The objects of
our study are MWCNTs containing iron, which was used as catalyst during their
synthesis. The knowledge about the character of iron compounds present in CNTs
is very important for their future potential technical applications. We investi-
gated Fe-phases included in non-functionalized (as prepared) and functionalized
(variously modified) MWCNTs using Mössbauer spectroscopy. This technique is
a unique tool to study chemical properties of iron compounds embedded in MWC-
NTs. Additionally, we present the images of our samples, measured using Atomic
Force Microscopy (AFM). This method allows to get high resolution topography
of nano-objects. The Mössbauer results show that the chemical treatment of as
prepared MWCNTs causes modification of iron compounds built into them. These
iron states may create new physico-chemical properties of functionalized MWC-
NTs. Our AFM data confirms that functionalization leads to MWCNTs purifica-
tion.

Carbon nanotubes were discovered by
Sumio Ijima in 1991 while analysing soot
samples under an electron microscope. He
found long strands with a diameter of sev-
eral nanometers and several micrometers in
length. [1–3] Carbon nanotubes can be imag-
ined as a plane of graphene rolled into dif-
ferent kinds of cylinders. CNTs are clas-
sified into single-walled carbon nanotube
(SWCNT), double-walled carbon nanotube
(DWCNT), and multi-walled carbon nan-
otube (MWCNT) according to the rolling lay-
ers of graphene sheets. The unique carbon
nanotube structures result in numerous su-
perior physical and chemical properties. [3–5]
Synthesis, even using the same method, leads
to the production of a mixture of various
types of carbon nanotubes exhibiting differ-
ent features. For practical applications car-
bon nanotubes with uniform properties are
sought. Researchers have developed some ef-
fective methods to functionalize CNT sur-
faces such as covalent modification or non-
covalent approaches including polymer wrap-
ping, biomolecule binding, and metal ion
binding. [6] Additionally, functionalization of

carbon nanotubes (CNTs) may improve their
chemical and physical properties and make
them more useful.

The objects of our study are MWCNTs
containing iron, which was used as catalyst
during their synthesis. Fe-MWCNTs promise
to be a good candidate for instruments,
such as sensors for magnetic scanning probe
microscopy, for spintronic devices or highly
density magnetic memory materials. [4,5]
We studied three kinds of multi-walled
carbon nanotubes: (i) as prepared, non-
functionalized MWCNTs, (ii) carboxylated
MWCNTs-COOH and (iii) the ammonium
salt of carboxylated nanotubes MWCNTs-
COONH4. Non-functionalized MWCNTs
(CTube100) were manufactured by CNT
Co., Ltd, South Korea. MWCNTs-COOH
were prepared by oxidation of MWCNTs in
an aqueous solution of concentrated (68%)
HNO3 at 120◦C for 50 h under reflux. After
oxidation the nanotubes were washed with
distilled water during filtration until the
pH value of the filtrate approached 6. Sub-
sequently, carboxylic-functionalized CNTs
(MWCNTs-COOH) were treated with a 10%
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Figure 1: The Mössbauer spectra: (a) as prepared MWCNTs, (b) MWCNTs-COOH,
(c) MWCNTs-COONH4, measured at R.T.

ammonia solution and rinsed with distilled
water during filtration to obtain their ammo-
nium salt. We investigated our samples using
Mössbauer spectroscopy and Atomic Force
Microscope (AFM).

Mössbauer spectroscopy is a selective and
highly sensitive method which is used to mon-
itor the valence and spin states of the prob-
ing atom, in our case it is an isotope of 57Fe
with a natural abundance of 2,2%. Hyper-
fine parameters fitted to the Mössbauer spec-
tra provide information on the chemical sur-
rounding of iron and its local magnetic prop-
erties. We applied Mössbauer spectroscopy
to study iron compounds formed in differ-

ent types of MWCNTs. The Mössbauer spec-
tra were recorded at 80 K, 220 K, and R.T.
using a home made cryostat and 57Co(Rh)
as a source of 14,4 keV γ-radiation. An iso-
mer shift is given in relation to the metal-
lic iron. The spectra are fitted using Recoil
software. [7] The Mössbauer spectra for as
prepared MWCNTs, MWCNTs-COOH and
MWCNTs-COONH4 measured at R.T. are
shown in Fig. 1. The fitted hyperfine param-
eters are collected in Table 1. The Mössbauer
spectra and hyperfine parameters obtained at
85 K and 220 K are precisely reported in our
previous work. [8]

Table 1: Hyperfine parameters fitted to the Mössbauer spectra measured at R.T. (IS —
isomer shift related to the metallic Fe, QS — quadrupole splitting, H — hyperfine mag-
netic field, ∆Q — quadrupole splitting distribution, ∆H — magnetic field distribution, A —
relative contribution, Γ — line width).

Types of Component R.T.
MWCNTs IS [mm s−1] QS [mm s−1] H [T] A [%]

Fe3C 0,08±0,01 0,007±0,009 18,69±0,01 77,6±3,7
as prepared ∆H=3,89
MWCNTs α-Fe 0 0 32,09±1,26 2,9±2,4

Fe3+ in FexCy 0,15±0,04 0,71±0,07 - 9,5±2,7
Γ=0,19±0,01 Fe2+ in FexCy 0,68±0,09 0,98±0,05 - 4,2±0,4

Fe2+ in FexCy 0,88±0,05 1,65±0,12 - 5,7±1,7
Fe3C 0,08±0,01 0,001±0,007 20,50±0,33 74,4±2,6

MWCNTs- ∆H=0,73
COOH α-Fe 0 0 32,78±1,46 2,0±1,9

Fe3+ in FexCy 0,03±0,05 0,79±0,09 - 6,7±1,5
Γ=0,19±0,01 Comp 1(1) 0,36±0,03 0,63±0,04 - 14,0±1,6

Fe2+ in FexCy 0,96±0,10 1,39±0,20 - 2,9±1,4
Fe3C 0,08±0,01 0,008±0,010 20,53±0,03 50,0±6,1

MWCNTs- ∆H=0,11
COONH4 α-Fe 0 0 33,24±1,24 2,8±0,4

Comp 1(1) 0,28±0,01 0,69±0,02 - 47,2±0,6
Γ=0,19±0,01 ∆Q=0,37

(1) These hyperfine parameters are characteristic of Fe in FexCy with O in the second coordination sphere of
iron as well as of ferrihydrite Fe2O3, for example, 5Fe2O3 · 9H2O. [11–13]
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Figure 2: AFM topography images of MWCNTs, placed on a glass substrate: (a) as prepared
MWCNTs — scan size: 3,5 µm × 3,5 µm, (b) MWCNTs-COOH — scan size: 1 µm × 1 µm,
(c) MWCNTs-COONH4 — scan size: 1,6 µm× 1,6 µm.

In the non-functionalized MWCNT cemen-
tite, Fe3C predominates with a small amount
of α-Fe and FexCy complexes. [9] Fe3C and α-
Fe particles have sufficient size to result in ob-
servable magnetic ordering even at room tem-
perature. The hyperfine parameters of iron in
the FexCy complexes suggest that there is a
wide distribution of FexCy aggregates which
vary in the number of C atoms in the Fe sur-
rounding as well as in the symmetry of their
arrangement. The charge distribution and the
stabilized magnetic moment on Fe atoms is
modulated depending on the amount of car-
bons in the iron neighborhood. [10] We ob-
serve one low spin ferric state and two dif-
ferent high spin ferrous states in FexCy (Ta-
ble 1) in the as prepared MWCNTs. We do
not observe significant changes in the hyper-
fine parameters at lower temperatures. The
small decrease in isomer shift values with in-
creasing temperature is related to a second or-
der Doppler effect. The chemical treatments
modify the Fe phases in the remaining iron
grains. None of the functionalization methods
influences the relative fraction (percentage) of
α-Fe in built-in iron complexes in the nan-
otubes. However, the relative content of Fe3C
in the Mössbauer spectra of oxidized MWC-
NTs decreases (by about 10%) and simulta-
neously superparamagnetic particles of ferri-
hydrates (x · Fe2O3 y · H2O) and FexCy with
Fe-C-O coordinations appear. [11–13] Further
treatment of MWCNTs-COOH with ammo-
nia water causes a decrease in Fe3C contri-

bution in the Mössbauer spectra by a factor
of 2 in comparison with as prepared MWC-
NTs. At the same time the relative con-
tent of superparamagnetic ferrihydrates and
FexCyOz in MWCNTs-COONH4 increases
twofold in comparison with MWCNTs-COOH
(both samples contain the same amount of
Fe in the studied material). In both func-
tionalized samples the hyperfine parameters
of FexCy complexes change due to modifica-
tions of the type and arrangement of ligands.
In contrast with other works in our samples
we did not detect γ-Fe. [14–18]

The AFM technique captures precise im-
ages by moving a nanometer sized tip across
the investigated surface. In our investigations
we used the Agilent 5500 AFM working in a
contact mode. All measurements were done in
ambient environment at room temperature.
MWCNTs suspended in distilled water were
sonicated for 20 minutes, at 25◦C in order
to minimize a number of nonstable nanos-
tructured aggregates, such as C–C complexes,
graphite planes and amorphous carbon. Then,
the suspensions were dropped on a glass sur-
face. The main goal of our AFM study was
to observe the arrangement of various types
of MWCNTs. Differences between the as pre-
pared and functionalized MWCNTs are visi-
ble (Fig. 2).

Most of as prepared MWCNTs are predom-
inantly longer and have a greater distribution
of diameters than functionalized nanotubes.
Non-functionalized MWCNTs form clusters
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of about several micrometers in size because
of a high content of magnetic Fe3C. The
amount of iron complexes decreases two-fold
during the functionalization process, and that
why the surface of functionalized MWCNTs
is plane in comparison to that one of non-
functionalized nanotubes.

In conclusion, our studies show that that
the traces of Fe catalyst can be easily de-
posited inside the MWCNTs material dur-
ing their synthesis, and the Fe aggregates can
be removed by the oxidation process. Further
functionalization of MWCNTs-COOH does
not remove more iron impurities but only
changes the iron states. The main component
in as prepared MWCNTs is Fe3C (cementite)
and it is transformed into ferrihydrites during
the oxidation process. Additionally, the hy-
perfine parameters of FexCy components are
modified due to the functionalization. The rel-
ative content of α-Fe remains unchanged. Dif-
ferences between the as prepared and func-
tionalized MWCNTs are also visible on AFM
images: MWCNTs after purification do not
form clusters, are predominantly shorter and
have a smaller distribution of diameters.
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Diamond is believed to be an attractive material for thermoluminescence (TL)
dosimetry applications. Growth conditions strongly affect morphology and struc-
ture of polycrystalline diamond and its thermoluminescent properties. In this work
effects of the deposition parameters on grain size and quality of CVD diamond
were investigated.

Diamonds are well known for their extraor-
dinary physical and chemical properties which
explain their ever-increasing interest in ex-
treme applications. [1,2] Diamonds have their
place in medicine, industry, dosimetry. [3,4]
Remarkable properties such as human soft
tissue equivalence, non-toxicity and a wide
gap energy (5,5 eV), make diamond suitable
for medical application as thermoluminescent
dosimeter (TLD). [5,6]

The great potential generates high demand,
but diamonds are a scarce natural resource,
and therefore the production and study of
synthetic diamonds are carried out for many
years. CVD — Chemical Vapour Deposition
— is one of the more promising methods of
producing diamonds. CVD is a process where
diamond is deposited under the influence of
chemical reactions happening at the substrate
surface. For reactions to take place, gases are
first excited — e.g. by microwaves — to the
plasma state. Gases that are most commonly
used are hydrogen, methane and oxygen. Mi-
crowaves ionize gases, and created electrons
collide with gas particles causing them to
dissociate, produce reactive chemical radicals
and start a series of chemical reactions. Gas
mixture and pressure within CVD chamber,
substrate temperature and substrate prepara-
tion are all very important factors for the re-
sultant diamond quality. It is thus of great im-
portance to optimize these parameters for the
application. We worked on optimizing CVD
process parameters for diamonds to be used in
thermoluminescence. Among methods used to

study the structure, chemical properties and
surface morphology of prepared samples were
X-ray diffraction, Raman spectroscopy, Scan-
ning Electron Microscopy (SEM) and Atomic
Force Microscopy (AFM). Results were cor-
related with deposition parameters and ther-
moluminescence properties of produced dia-
monds. TL properties were examined by stan-
dard laboratory reader and 2D TL reader.
Measurements were then used to determine
linearity range, reproducibility and decay of
registered thermoluminescence signal. In this
work some of these results were presented.

Presence of other allotropic forms of car-
bon such as amorphous carbon and graphite
in diamond coating reduce TL signal. [7] Fig. 1
shows Raman spectra of two samples pre-

Figure 1: Raman spectra of polycrystalline
diamond films prepared at 700◦C and 900◦C.
The inset shows the corresponding optical im-
ages.
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Figure 2: Optical micrographs of diamond prepared with oxygen concentrations of: a) 0%,
b) 0,4%, c) 1%, d) 2%.

pared at temperatures of 700◦C and 900◦C.
The other parameters of deposition process
were identical and are shown in Fig. 1. Spec-
trum of the sample fabricated at 700◦C con-
tains broad peak centered on 1420 cm−1, next
to narrow 1332 cm−1 diamond line. This peak
was fitted with two Voigt distributions at
1380 cm−1 and 1460 cm−1. The 1380 cm−1

line is often referred to as D peak of disor-
dered graphite, and its intensity characterizes
the contribution of this carbon form. Dur-
ing CVD deposition atomic hydrogen plays
important role, its degree of dissociation is
a function of temperature. Lower tempera-
ture decreases the dissociation of H which
causes sp2 bonds to be etched faster than
sp3. This, in turn, affects not only grain size
but also grain boundary volume. The line of
1460 cm−1 may be attributed to trans-poly-
acetylene, which frequently appears in grain
boundaries.

TL signal intensity increases together with
the grain size of tested material. [8] Gomez-

Aleixandre et al. showed that 2% oxygen con-
tribution to the CH4/H2 mixture causes in-
crease of deposition rate. [9] Gracio et al. pre-
sented improved layers quality as a result of
introduction of small amount of oxygen to
plasma containing CH radicals. [10] The pres-
ence of oxygen will also positively affect pu-
rity of diamond phase due to increase of grain
size, but also by etching of non-diamond car-
bon forms. [10] Fig. 2 shows diamond layers
deposited with different oxygen concentra-
tions imaged with optical microscope. Com-
mon deposition parameters were: methane
concentration — 4%, microwave power —
4,9 kW, reactive gases pressure — 120 Torr.
Grain shapes of layers produced with no oxy-
gen are random and do not contain dis-
tinct boundaries (Fig. 2a). Fig. 2b shows
large {111} faceted grains in polycrystalline
layer obtained for 0,4% oxygen concentration.
A further increase of oxygen contents (1%)
shows clear reduction of grain size (Fig. 2c).
When oxygen amounts to 2% of reactive gases
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Figure 3: Thermoluminescence (TL) glow
curve of CVD diamond films exposed to 40 Gy
gamma irradiation dose. The inset shows the
corresponding thermoluminescence signal of
this sample.

volume deposition is stopped and a domi-
nant process becomes silicon substrate etch-
ing (Fig. 2d).

Thermoluminescence phenomenon is the
best described by band theory of solids. Struc-
ture imperfections, resulting from wrong lo-
calization or lack of basic ions or presence of
additional ions in lattice sites, are of crucial
importance to TL processes. [11] These defects
form separated centers which are potential
traps for electrons and holes. The presence of
these defects in the band gap area results in
electron traps close to conduction band and
hole traps close to valence band. Thermolu-
minescence phenomenon may be divided into
two stages. The first one comes with the irra-
diation of TL material by ionizing radiation
or by light. The electron-hole pairs are cre-
ated. Some number of electrons is catched by
electron traps. This number is proportional
to absorbed energy of used dose. In the sec-
ond stage trapped electrons are heated and
recombine with hole traps. Light is emitted
and the system returns to its ground state.
Registration of emitted light with tempera-
ture increase gives a dependence called TL
curve.

Typical TL curve of diamond sample irradi-
ated with a dose of 40 Gy obtained with lab-
oratory reader is shown in Fig. 3. Two peaks
at temperatures of 85◦C and 240◦C are eas-

ily visible on the TL curve. High-temperature
peak is a result of diamond thermolumines-
cence caused by ionizing radiation and gives
information about applied dose. A 2D map of
dose distribution of this sample is shown in
the inset of Fig. 3. It shows heterogeneity of
TL signal due to the not uniform grain sizes
on the whole sample surface. [12] On the other
hand a reason for signal attenuation may be
appearance of graphite phase.

This work presents the influence of deposi-
tion parameters (substrate temperature and
oxygen concentration) on the structure and
morphology — and thus TL properties — of
prepared diamond coatings. TL signal regis-
tered at 240◦C gives information about ap-
plied radiation dose. Relationship between TL
signal and grain size within diamond layers
was shown. TL signal linearity for a broad
spectrum of ionizing radiation doses makes
diamond a very promising material for ther-
moluminescence dosimetry.
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Nonstoichiometric TiO2−x thin films have been deposited by magnetron sputtering
of Ti target in Ar+O2 atmosphere controlled by the plasma emission method.
Systematic studies with X-ray Diffraction in Grazing Incidence, GID, impedance
spectroscopy, optical spectrophotometry, 1s3p Resonant Inelastic X-ray Scattering,
RIXS have been performed. The obtained stoichiometric thin films of TiO2 turned
out to be composed of a well-crystallised anatase-rutile mixture with predominantly
anatase form while the films with higher oxygen deficit indicated rutile and then
became amorphous. Oxidation state changes from Ti4+ in stoichiometric films
towards Ti3+ upon increasing departure from stoichiometric composition. This
change is accompanied by a significant decrease in the electrical resistivity.

Titanium dioxide thin films have been ex-
tensively investigated because of their numer-
ous applications in gas sensing, photodegra-
dation of organic contaminants, bacteria de-
activation as well as photoanodes in pho-
toelectrochemical cells for water decomposi-
tion as renewable energy sources. [1–5] The
main advantage of TiO2 considered as a
photoanode for hydrogen generation is its
high chemical stability towards corrosion and
photocorrosion as compared to other pro-
posed semiconductors. However, stoichiomet-
ric TiO2 suffers from too wide band gap
(>3,0 eV) that results in a considerable mis-
match between its absorption spectrum and
the solar spectrum. This difference is the main
cause of the fact that the solar conversion
efficiency is not sufficient for industrial ap-
plications. Also too high electrical resistivity
of stoichiometric TiO2 limits the solar con-
version efficiency. Many attempts were un-
dertaken in the past in order to improve the
photoconversion efficiency of TiO2 in order to
benefit from the whole light spectrum and de-
crease the electrical resistivity. Modifications
of TiO2 cationic as well as anionic sublat-
tices, including those creating oxygen defi-
ciency have been proposed. The effect of de-
viation from stoichiometry x in TiO2−x on the

structural, optical, and photoelectrochemical,
properties has been studied. [6–8] However,
there is still a disagreement about the extent
of nonstoichiometry and the mechanism by
which it is accommodated. It is well known
that oxygen non-stoichiometry helps to re-
duce electrical resistivity and makes electri-
cal conductivity sufficient. [7,8] However, for
TiO2−x close to the stoichiometric composi-
tion, i.e. with small x, the band gap has been
found to increase with the increasing depar-
ture from stoichiometry. It is believed that
large deviations from stoichiometry in TiO2−x
could resolve the problem of too wide band
gap. Therefore, the present work extends the
range of non-stoichiometry to include higher
oxygen deficit.

Thin films of TiO2−x with thickness of
250 nm have been deposited by dc pulsed
magnetron sputtering onto amorphous silica
substrates. Reactive sputtering from Ti tar-
get has been carried out in a flow-controlled
Ar+O2 gas atmosphere which leads in conse-
quence to a certain oxygen excess or deficit
x in the growing thin films of TiO2−x. Depo-
sition process is controlled by means of the
Optical Emission Spectroscopy (OES). Non-
stoichiometry of TiO2−x thin films is a func-
tion of the controllable technological param-
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eter I/I0 which is related to Ti target sput-
tering rate. Details of the technological pro-
cedure are presented elsewhere. [9]

X-ray diffraction patterns have been mea-
sured by means of X-ray Diffraction at Graz-
ing Incidence (GID) on Philips X’Pert MPD
diffractometer with Cu Kα radiation. Op-
tical transmittance and reflectance spectra
have been obtained by Lambda 19 Perkin-
Elmer double beam spectrophotometer with a
150 mm integration sphere over a wide wave-
length range from 250 to 2500 nm. Impedance
Spectroscopy (IS) data have been recorded
with dielectric interface Solatron 1296 and fre-
quency response analyzer Solatron 1260. A
frequency range of 1 – 106 Hz has been cov-
ered, with 10 mV amplitude.

Synchrotron measurements have been car-
ried out under ambient conditions at Su-
per XAS (X10DA) beamline of Swiss Light
Source, Villigen, Switzerland. Energy scans

Figure 1: XRD GID patterns of nonstoichio-
metric TiO2−x thin films deposited at different
I/I0; A — anatase, R — rutile, I — inten-
sity of Ti plasma emission line at λ=500 nm
under conditions of the reactive sputtering in
Ar+O2 mixture, I0 — intensity of the same
line at 100% Ar.

have been performed with a Si(111) dou-
ble crystal monochromator. Resonant Inelas-
tic X-ray Scattering spectra (RIXS) have been
collected using high-resolution von Hamos
bent crystal spectrometer equipped with
Ge(440) crystal analyser and position sen-
sitive MYTHEN II detector. Samples have
been set up at grazing incidence (∼5◦ to the
X-ray beam) in order to enhance emission ef-
ficiency. [10]

1s3p 2D RIXS plane of Ti exhibits a strong
non-dispersive feature at the emission energy
of approx. 4933 eV that corresponds to Kβ1,3

emission line and a dispersive feature due to
elastic and quasi-elastic scattering of the inci-
dent beam which have been used for calibra-
tion of the emission energy scale X-ray emis-
sion spectra of Kβ1,3, Kβ2,5 and Kβ satel-
lite (XES) and K-edge High Energy Reso-
lution Fluorescence Detected X-ray Absorp-
tion Near-Edge Structure (HERFD-XANES)
spectra have been extracted from 2D RIXS
planes along incident and emission energy, re-
spectively. The former have been obtained by
integration of the 2D RIXS intensities along
incident energy over the range from 4992 eV
to 5200 eV, while the latter by integration
along emitted energy over the range from
4930 eV to 4935 eV.

X-ray diffraction patterns of nonstoichio-
metric TiO2−x thin films deposited at differ-
ent values of the technological parameter I/I0
are shown in Fig. 1. Thin films with nearly
stoichiometric composition (TiO2) deposited
at I/I0 = 0,1 and 0,2 are well crystallized
and contain a mixture of anatase and rutile
polymorphic forms in the amorphous back-
ground. Anatase predominates at I/I0 = 0,1
and 0,2 because sputtering performed from
the oxidized Ti target surface creates condi-
tions more favourable for anatase formation.
However, for sample obtained at I/I0 = 0,4
anatase disappears while rutile grows. Un-
der higher sputtering rates and lower oxygen
content, deposition process is performed from
the metallic-like target surface which creates
more favourable conditions for rutile forma-
tion. XRD pattern for oxygen deficient TiO2−x
deposited at I/I0 = 0,6 contain only one
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Figure 2: Transmittance T and reflectance R spectra of TiO2−x thin films deposited at
different I/I0; hν — photon energy. Thickness d of the samples is d=250 nm.

diffraction peak. The most prominent anatase
(101) and rutile (110) diffraction peaks disap-
pear. It is not possible to distinguish between
these two polymorphic forms and neglect the
presence of other phases. In order to verify
this result more work is still necessary.

The determined resistances for thin film
deposited at I/I0 = 0,1 and I/I0 = 0,6 us-
ing Impedance Spectroscopy measurements
are RI/I0=0,1 = 21260 Ohm, RI/I0=0,1 = 8,08×
109 Ohm, respectively. The results from the
Impedance Spectroscopy measurements have
been obtained by fitting with a simple elec-
trical model in which the resistance R is con-
nected in parallel with CPE (Constant Phase
Element). A constant phase element (CPE) is
used instead of a pure capacitor to compen-
sate for the non-ideal capacitive response of
the interface.

Example of the optical measurements of
the transmittance T (hν) and reflectance
R(hν) coefficients for thin films deposited at
I/I0 =0,1, I/I0 = 0,2, I/I0 = 0,4, I/I0 = 0,6
are given in Fig. 2. Spectra for films grown
at I/I0 = 0,1, 0,2 and 0,4 reveal periodic os-
cillations due to the interference effect below

the fundamental absorption edge, which is
characteristic for transparent titanium diox-
ide thin films with small oxygen deficit. The
samples are homogeneous because Tmin(hν)
in transmittance spectra are in alignment
with Rmax(hν) in reflectance spectra and
vice versa. For highly nonstichiometric sam-
ple (I/I0 = 0,6) oscillations become strongly
attenuated and the plasma reflectance edge
is clearly seen. Oxygen deficit results in an
enhanced absorption of light and shifts ab-
sorption edge towards UV range. Moreover,
the occurrence of the plasma reflectance edge
in the reflectance spectra for oxygen defi-
cient TiO2−x thin film (I/I0 = 0,6) is consis-
tent with the decreased electrical resistivity
(by 6 orders of magnitude) as indicated by
the Impedance Spectroscopy and confirms the
transition from stoichiometric TiO2 to semi-
conducting, oxygen deficient TiO2−x.

Ti Kβ detected K-edge HERFD-XANES
of TiO2−x thin films is shown in Fig. 3. The
K-edge HERFD-XANES spectra show a sig-
nificant change in the pre-edge structure and
a shift of the absorption edge to lower photon
energies upon an increased oxygen deficit. Po-
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Figure 3: HERFD-XANES spectra of non-
stoichiometric titanium dioxide (TiO2−x) thin
films at Ti-K-edge. Insets show the close-up
of the pre-edge structure.

sition of the absorption edge is taken at the
intensity of half of the absorption threshold.
Such a shift can be attributed to a gradual
decrease in the inter atomic distances that
leaves local symmetry of Ti ions almost un-
affected up to I/I0 = 0,4, since the shape of
the XANES spectra remains unchanged. The
spectrum of the most non-stoichiometric sam-
ple (I/I0 = 0,6) is significantly different and
this fact can be attributed to a considerable
evolution of the local structure. Moreover, the
shape of the Ti K pre-edge peaks is similar
for all samples except for that sputtered at
I/I0 =0,6. This means that the formal valence
and local structure are modified significantly
only for TiO2−x deposited at I/I0 =0,6.

In summary, thin films of nonstoichiometric
TiO2−x deposited by means of reactive sput-
tering were studied in order to observe the
changes in their structure and optical proper-
ties. XRD measurements of nonstoichiometric
TiO2−x thin films show that well-crystallised
films obtained at I/I0 = 0,1 and I/I0 = 0,2
contain a mixture of mostly anatase and ru-
tile polymorphic form. Anatase is no longer
formed while rutile phase still exists for thin
film sputtered at I/I0 =0,6. At higher depar-
tures from stoichiometric composition (film
obtained at I/I0 = 0,6) the film becomes
amorphous and it is difficult to reach reli-
able phase identification. Optical properties
have been found to be equally sensitive to

the changes in the oxidation state of the sput-
tered target and correlate with the results of
XRD measurements. Corresponding changes
in the transmittance T and reflectance R
spectra confirm the transition from stoichio-
metric TiO2 to semiconducting, oxygen de-
ficient TiO2−x. The presence of the plasma
reflectance edge for oxygen deficient TiO2−x
(I/I0 = 0,6) is consistent with the decrease
in the electrical resistivity measured by the
Impedance Spectroscopy. Local structure of
Ti ions changes for the films sputtered at
the highest oxygen deficit. Moreover, XANES
confirms that the oxidation state changes
from Ti4+ towards Ti3+.
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A stable silver nanoparticle suspension was synthesized via the reduction of silver
nitrate using sodium borohydride in the presence of sodium citrate. Characteriza-
tion of these particles was done in the bulk and at a surface using such methods as
UV-Vis spectrophotometry, Dynamic Light Scattering (DLS), Scanning Electron
Microscopy (SEM), Atomic Force Microscopy (AFM) and Transmission Elec-
tron Microscopy (TEM). Kinetics of silver particles adsorption on modified by
cationic polyelectrolyte PAH surface of mica and silicon was determined for ionic
strength (I) of 0,01 M NaCl. Characterization of silicon surface modified by vari-
ous methods was done by X-ray Photoelectron Spectroscopy (XPS), Atomic Force
Microscopy (AFM) and wetting angle measurements.

Silver nanoparticles are known to possess
unique properties such as high biological ac-
tivity, [1] the ability to promote oxidation pro-
cesses and high electric conductivity. [2] These
particles find practical applications in many
fields of science e.g. medicine, [1] pharmacol-
ogy, cosmetology and catalysis.

There are several methods for obtain-
ing silver nanoparticles such as the chemi-
cal reduction of silver nitrate using: sodium
borohydride, [2] hydrazine, [3] formaldehyde, [4]
sodium citrate [5] and β-D-glucose. [6] Also in
common usage is electrochemical method, [7]
preparation in reverse micelles [8] and bacte-
rial biosynthesis. [1]

One of the most efficient and reliable
method is the chemical reduction in aqueous
environment. Silver nanoparticle suspension
obtained in this way is monodispersed and
size of particles can be regulated by choosing
a proper concentration of the precursor salt,
varying reaction temperature and time. [9]

Silver nanoparticles in a form of monolay-
ers find practical applications in medicine,
opto-electronics, [2] catalysis and environmen-
tal protection technologies. There are several
methods to prepare silver particle monolayers
e.g. chemical vapor deposition [10] and chemi-
cal bath deposition, [11] but they do not give
satisfying results in surface coverage, parti-

cle distribution uniformity and stability of
these monolayers. The simplest method which
gives stable and homogeneous monolayer of
high particle coverage is self-assembly from
suspensions under diffusion controlled trans-
port conditions. This method produce mono-
layers in controlled by the bulk concentration
of the sol, the ionic strength, pH and adsorp-
tion time conditions.

Park et al. [5] described silver nanoparti-
cle deposition on glass surface modified by
silane compounds having bifunctional moi-
eties. No information of particle size, zeta
potential and also stability, polidispersity
or deposition conditions of a sol were per-
formed. Only the AFM and UV-vis measure-
ments were studied. Flores et al. [12] reported
adsorption of silver nanoparticles on Ti/TiO2

surface. These monolayers were used as an-
tibacterial coatings. Bandyopdhyay et al. [13]
using high polidispersed sol performed a
method of obtaining silver nanoparticle lay-
ers on Al-coated silicon wafers functionalized
by thiophenol derives. The maximum surface
coverage of silver particles obtained in this
study was equal to 10%.

This work was concentrated on the synthe-
sis of stable silver nanoparticle suspension via
the reduction of silver nitrate using sodium
borohydride and sodium citrate.
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Figure 1: The UV-vis spectrum of the silver
nanoparticles suspension for bulk concentra-
tion of 3, 7, 16, 31 ppm.

The UV-Vis method was used for study-
ing the stability of the sol as a function of
concentration for four silver suspension solu-
tions 3, 7, 16, 31 ppm. It was determined that
the maximum excitation band is near 389 nm,
attributed to the surface plasmon excitation
of silver particles and is narrow and symmet-
ric, what indicates that the silver suspension
does not contain agglomerated particles and
is fairly monodispersed. This method also in-
dicated that the absorption value increased
with particles concentration Fig. 1.

Characterization in the bulk also involved
particles’ size distribution, which was deter-
mined via the diffusion coefficient measure-
ments executed by the Dynamic Light Scat-

Figure 2: The hydrodynamic diameter vs.
ionic strength (pH=5,5).

Figure 3: The hydrodynamic diameter vs.
pH (I=10−2 M).

tering (DLS) using the Zetasizer Nano ZS
Malvern. Knowing the diffusion coefficient D
one can determine the hydrodynamic diam-
eter of a particle, which is defined via the
Stokes-Einstein relationship

dH =
kT

3πηD
, (1)

where dH is the hydrodynamic diameter, k is
the Boltzman constant, η is the viscosity of
water and T is the absolute temperature.

Changes in the hydrodynamic diameter of
particles was determined as a function of ionic
strength and pH. As can be seen, the hydro-
dynamic diameter was stable, equal to 11 nm
for ionic strengths I in the range of 10−5 M
NaCl to 3×10−2 M (for pH = 5,5 regulated
by NaCl) Fig. 2. This parameter was also un-
changing in respect to pH in the range of 3 to
12 (for I=10−2 M NaCl) (Fig. 3).

The physicochemical characteristics of the
silver nanoparticle sol was complemented by
the electrophoretic mobility measurements
performed by the Laser Doppler Velocime-
try technique (LDV). Knowing this parameter
one can calculate the zeta potential of parti-
cles using Henry-Smoluchowsky formula

ζp =
3η

2εf(κdp)
µe, (2)

where ζp is the zeta potential of particles, µe

is the electrophoretic mobility, ε is the elec-
tric permittivity of the solution, f(κdp) is the
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Figure 4: The zeta potential vs. ionic
strength (pH=5,5).

correction function of the dimensionless pa-
rameter (κdp) and κ−1 =(εkT/2e2I)1/2 is the
double-layer thickness.

The zeta potential measurements reveal
that these silver particles were negatively
charged in the full range of measurements.
The zeta potential increased with the ionic
strength varying from -68 mV for 10−5 M to
-41 mV for ionic strength of 3×10−2 M NaCl
(for pH=5,5 regulated by NaCl) and its value
is equal on average to -49 mV for pH between
4 to 10 (for I=10−2 M NaCl) (Figs. 4 and 5).

The above mentioned parameters were
essential for a proper interpretation of
kinetic adsorption measurements. Ad-
sorption experiments on mica and sili-
con modified by cationic polyelectrolyte
poly(allylaminehydrochloride) (PAH) were
conducted under diffusion-controlled trans-

Figure 5: The zeta potential versus pH
(I = 10−2 M).

Figure 6: The kinetics of silver nanoparti-
cle deposition at mica and silicon modified
by the PAH monolayer, determined for ionic
strength I=10−2 M, pH=5,5.

port. The kinetic runs were performed for
11 ppm concentration of silver nanoparticle
sol, ionic strength I = 10−2 M NaCl and
pH = 5,5. The silver monolayers were formed
via colloid self assembly process on a modified
surface of mica and silicon and the adsorption
kinetic runs were adequately reflected for the
entire range of time by the random sequential
adsorption (RSA) model Fig. 6.

Moreover, characterization of silicon sur-
face was also performed. Using a few meth-
ods, the surface roughness and elemen-
tal composition of silica were investigated.
This description involved Atomic Force Mi-
croscopy (AFM), Scanning Electron Mi-
croscopy (SEM) and X-Ray Photoelectron
Spectroscopy (XPS) measurements.

Silicon surface was modified by ace-
tone, ethanol 96%, piranha solution
(H2O2 + H2SO4) and warmed in two
temperatures 200 and 400 degrees Celsius
in tube furnace. It was determined that
the lowest surface roughness occured for
modification by the piranha solution with
heating in 400◦C.

Additionally, characterization of modified
silicon surface was done by wetting angle mea-
surements. Its value was equal on average
to 30◦ what means that the surface is hy-
drophilic. The angle was checked every day
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Figure 7: The XP spectra of elemental com-
position of silicon samples; a: purified silicon,
b: silicon + polyelectrolyte PAH, c: silicon +
PAH + silver nanoparticles.

for three day period of time and during this
time no changes were observed, what gives an
information that Si/SiO2 surface is stable in
time.

The X-ray Photoelectron Spectroscopy
(XPS) measurements were also carried out. It
determined an elemental of three silicon sam-
ples: pure silicon (a probe), silicon modified
by cationic polyelectrolyte PAH (b probe) and
silicon modified by PAH with silver mono-
layer (c probe). It was measured that the a
probe contains silicon Si, oxygen O and car-
bon C; the b probe comprises silicon Si, oxy-
gen O, carbon C and also nitrogen N and chlo-
rine Cl which origin was from polyelectrolyte;
the c probe includes what b probe with silver
Ag addition (Fig. 7). No other elements were
found that showed that all of these samples
were not included any pollution.

? ? ?
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Precisely characterized silver nanoparticles were used to obtain silver monolay-
ers on mica modified by poly(allylamine hydrochloride) (PAH). The deposition
of nanoparticles was carried out under diffusion-controlled transport from silver
suspensions. Monolayers coverage, quantitatively determined by AFM and SEM,
was regulated within broad limits by adjusting the nanoparticle deposition time.
The adsorption kinetic runs were adequately reflected by the random sequential
adsorption (RSA) model. It was revealed that the structure of monolayers, espe-
cially the average distance between particles, can be regulated via the ionic strength
variations.

There are several ways to prepare sil-
ver particle monolayers. The most frequently
used methods are chemical vapor deposi-
tion (CVD), chemical bath deposition (CBD),
sputtering and evaporation. However, these
techniques require sophisticated equipment,
which make them expensive. Moreover, in the
CBDmethod, the purity and stability of silver
particle monolayers is not satisfactory. Other
disadvantages include a poor control of cov-
erage and particle distribution homogeneity
within monolayers. These problems can be
avoided using the colloid self-assembly meth-
ods based on deposition of silver particles
from stable suspensions. Therefore, the goal
of this work is to quantitatively determine
the kinetics of silver particle self-assembly
on solid substrates from well-defined aqueous
suspensions. In particular the role of the ionic
strength in these processes is evaluated, which
is significant for basic colloid science. Addi-
tionally, these measurements allow us to de-
velop an efficient method for obtaining uni-
form monolayers of silver nanoparticles, of
high and controlled density.

Three types of silver nanoparticle suspen-
sions used in the experiments were synthe-
sized via the reduction of silver nitrate us-
ing sodium borohydride and sodium citrate.
Bulk characteristic of silver nanoparticles in
aqueous solution was carried out by measur-

ing their plasmon absorption spectrum, diffu-
sion coefficients, and the electrophoretic mo-
bilities. The average hydrodynamic diameter
of silver particles (dH) was 15, 28 and 54 nm
respectively. The stability of the silver sols
was studied by determining the dependence
of the hydrodynamic diameter of particles on
ionic strength varied between 0,0001−0,05 M
(Fig. 1). As can be seen, a significant increase
in the hydrodynamic diameters was observed
for ionic strength approaching 0,05 M. Above
this value of ionic strength the nanoparticles
aggregate and the sols lose stability. Another
most important parameter, which character-
izes the stability of suspension, the electroki-
netic charge of particles as well as the elec-
trostatic interaction among them is the elec-
trophoretic mobility (µe), defined as the aver-
age translation velocity of colloidal particles
under given electric field. The dependence of
electrophoretic mobility of silver nanoparti-
cles on ionic strength for pH=6,2 was shown
in Fig. 2. The electrophoretic mobility of sil-
ver nanoparticles is negative in entire range
of ionic strength, indicating that the parti-
cles acquired a net negative charge. As can
be seen, for given ionic strength the elec-
trophoretic mobility depends on the size of
nanoparticles. For I = 0,0001 M the differ-
ences in the value of electrophoretic mobil-
ity are the greatest but when ionic strength
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Figure 1: The dependence of the hydro-
dynamic diameter of silver nanoparticles on
ionic strength, determined by DLS for sil-
ver suspension concentration 100 ppm, pH =
6 − 6,2; T = 293 K, the average particle size:
(•) 15 nm, (2) 28 nm, (N) 54 nm. The solid
line represents non-linear fit of experimental
data.

increases it reaches a similar value about
−2,75 µm cm (Vs)−1 for I = 0,03 M. For a
quantitative interpretation of adsorption ki-
netic, it is necessary to know the value of
zeta potential of particles in the bulk. Know-
ing the electrophoretic mobility, this quantity
was calculated using Henry’s equation and
the Ohshima’s model, [1] which includes the
relaxation effect of double layer around par-
ticles especially for low ionic strength when
the thickness of electric double layer reaches
a considerable size. The values of the zeta po-
tential of the particles calculated from three
models are given in the Table 1.

For silver particle adsorption experiments,
the mica sheets modified by positively charge
poly(allylamine hydrochloride) (PAH) were
used as a well-defined substrate. The quan-
titative analysis of PAH monolayer forma-
tion on mica substrate was investigated using
streaming potential method according to the
procedure widely described in literature. [2,3]
As previously mentioned, the silver particle
adsorption was carried out under diffusion
controlled regime for a desired period of time
ranging from 5 to 1500 min. The samples with
deposited silver nanoparticles were examined
using Atomic Force Microscopy (AFM) and
Scanning Electron Microscopy (SEM). The
number of silver particles was determined over

Figure 2: The dependence of the elec-
trophoretic mobility of silver particles on ionic
strength for pH = 6,2 and silver suspension
concentration 100− 150 ppm: (•) 15 nm, (2)
28 nm, (N) 54 nm. The solids lines denote a
non-linear fits of experimental data.

10 − 15 equally sized areas chosen randomly
over the PAH precovered mica sheet. The ob-
tained results were expressed as the surface
concentration of particles Ns, defined as the
number of particles per unit area of the sub-
strate. For the sake of convenience, this area
was assumed to be one square µm; thusly Ns

has the dimension of [µm−2]. Particle deposi-
tion kinetics was evaluated in a discontinuous
way by stopping the adsorption experiment
after a given adsorption time and determining
the average surface concentration of particles.
In this way, kinetic runs showing the depen-
dence of Ns on t can be derived for a discrete
set of points.

Moreover, knowing the average number of
silver particles per unit area, the size of par-
ticle dp and the surface area ∆S the surface
concentration can be converted to dimension-
less coverage defined as:

Θ =
πd2

pNs

4
. (1)

However, it should be mentioned that for the
diffusion-controlled transport, it is appropri-
ate to express the kinetic runs in terms of the
square root of deposition time

√
t, rather than

the primary time variable t. This is so because
for a not too high coverage, where the surface
blocking effects remain negligible, [4] the ki-
netics of particle adsorption is described by
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Table 1: The electrophoretic mobility, number of elementary charge and zeta potential of
silver nanoparticles for various pH and ionic strength (? — Ohshima model fails).

Ionic ζp [mV] ζp [mV] ζp [mV]
pH strenght µe Nc Smoluchowski Hückl Ohshima

[M] [µm cm (Vs)−1] [e] model model model
0,001 −2,60 −43 −36,6 −52,4 −59,2

3 0,01 −2,35 −40 −33,1 −43,6 −48,1

0,1 −2,19 −36 −30,8 −37,9 −40,3

0,0001 −3,86 −64 −54,4 −80,5 −95,1

6,2 0,001 −3,25 −54 −45,8 −65,5 −87,3

0,01 −2,84 −47 −40,0 −52,7 −62,8

0,03 −2,72 −44 −38,3 −47,1 −52,3

0,001 −4,10 −68 −57,7 −85,5 −105

9 0,01 −3,50 −58 −49,3 −70,5 —?

0,1 −3,06 −50 −43,1 −56,8 —?

the theoretical formula:

〈Ns〉 = 2

(
D

π

) 1
2 √

tnb , (2)

where nb is the bulk number concentration of
particles connected with the weight concen-
tration cp (expressed in ppm) via the linear
dependence

nb =
6 · 10−6

πdpρp
cp , (3)

where ρp is the specific density of silver and
equals 10,49 g cm−3.

Typical kinetic runs of silver particles (av-
erage size 15, 28 and 54 nm) obtained for de-
position conditions I=0,0001−0,01 M NaCl,
pH = 5,8 − 6,2 and T = 293 K are shown in
Fig. 3. It is worth mentioning, that the ef-
ficiency of the adsorption process under dif-
fusion controlled regime, strongly dependent
on the suspension concentration. Hence, the
suspension concentration used in the experi-
ments increases with the average size of par-
ticle and it attains the value 50 ppm, 150
ppm and 400 ppm for silver particle 15, 28
and 54 nm respectively. Characteristic fea-
tures of these kinetic runs (Figs. 3a – c) are
a linear increase in Ns with t1/2 for shorter
times and then, after reaching some critical
time, an abrupt stabilization of the surface
concentration at a constant value. This be-
havior was quantitatively described in terms

of the random sequential adsorption (RSA)
model [4] depicted by the solid lines. As can
be seen, the theoretical results obtained from
RSA model are in a good agreement with
the experimental value for in all three cases
(Figs. 3a – c). It has been determined that the
maximum surface coverage (for I = 0,01 M;
pH=5,8− 6,2) equals Θmx =0,29; Θmx =0,33
and Θmx = 0,36 in the case of nanoparticles
15, 28 and 54 nm respectively. Additional se-
ries of kinetic measurements was performed
with the aim of determining the influence of
electrostatic interactions, whose range can be
regulated by the ionic strength, on the max-
imum particle coverage. As can be seen, the
maximum particle coverage Θmx (regardless
of the size) increased systematically with ionic
strength e. g. from 0,15 (I = 0,0001 M) to
0,34 (I = 0,03 M) (Fig. 3a). However, it is
to be mentioned that the this maximum cov-
erage value is significantly smaller than the
jamming coverage for hard (noninteracting)
particles, Θ∞ = 0,547. [4] This effect is at-
tributed to the lateral electrostatic interac-
tions among adsorbing particles as demon-
strated previously for polystyrene latex parti-
cles, and gold nanoparticles. This interaction
potential between a particle pair φ12 is de-
scribed quantitatively by the formula:

φ12 = φ0
Θp

2ap + h
e−kh , (4)

where: h is the gap distance between particle
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Figure 3: The kinetics of silver particle deposition at mica modified by the PAH monolayer,
determined for various ionic strengths and particles: (left panel) 15 nm, (middle panel) 28 nm,
(right panel) 54 nm, using AFM (full points) and SEM (empty points) methods. Particle
deposition conditions: pH=6,2, T =293 K, silver sol concentration: (left panel) cb =50 ppm,
(middle panel) cb = 150 ppm, (right panel) cb = 400 ppm. The points denote experimental
results obtained for: (1) (�, ♦) I=0,03 M, (2) (•, ◦) I=0,01 M, (3) (�, �), I=0,001 M, (4)
(N, M), I = 0,0001 M, and the solid lines denote the theoretical results calculated from the
RSA model.

surfaces and 0,5φ0 is the limiting interaction
energy of two particles at close separations,
given by the expression: [4]

φ0 = 32πεap

(
kT

e

)2

tgh

(
ζe

4kT

)
. (5)

Using this potential, the effective interaction
range of two particles can be calculated from
the formula

H? =
h?

ap
=

=
1

2κap

{
ln

φ0

2φch
−ln

[
1+

1

2κap
ln

φ0

2φch

]}
, (6)

where: h? is the dimensional interaction range
and φch is the characteristic interaction en-
ergy, close to the kT unit. [4] Hence, according
to this effective hard particle concept, the in-
teracting (soft) particle is replaced by a hard
particle having the effective radius of ap+h?.
Accordingly, the maximum coverage of such
interacting particles can be calculated from
the formula:

Θmx = Θ∞
1

(1 +H?)
2 . (7)

The systematic studies of silver particle ad-
sorption kinetics on PAH modified mica car-
ried out by AFM and SEM methods con-
firmed that this process was diffusion con-
trolled, with the initial rate proportional to

the bulk concentration of particles. On the
other hand, for long adsorption times, the
saturation coverage was attained, which in-
creased systematically with the ionic strength
of the particle suspension. The adsorption
kinetic runs were adequately reflected for
the entire range of times and bulk concen-
trations by the random sequential adsorp-
tion (RSA) model. The experimental results
proved, therefore, that it is feasible to pro-
duce uniform silver particle monolayers of de-
sired coverage using the self-assembly process
involving aqueous suspensions. The coverage,
governing average spacing among deposited
particles, can be regulated within broad lim-
its by adjusting the ionic strength and the
deposition time.

? ? ?
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Synthetic zeolites are widely used as catalysts in petroleum refining, petrochemical
processes and fine chemistry. Base elements of the zeolite are silicon, aluminum
and oxygen. They are connected together in a form of a tetrahedron (SiO4), (AlO4)
— called Primary Building Units (PBUs) — with a silicon atom in the middle
and oxygen atoms at the corners. These tetrahedra are linked together by their
corners. In some cases the presence of micropores limits the catalytic performance
of the zeolites due to diffusion limitation, so the conception of using protozeolitic
nanoclusters of few nanometers in size as precursors, which are introduced into
thin layers enable to reach full catalytic potential by the increased accessibility
to the active centers and facilitated transport of the reacting molecules. [1–3] The
aim of the work was preparation of the layered mesoporous materials containing
protozeolitic species, their physicochemical characteristics and applications in a
liquid phase isomerization.

Synthesis of the new mesoporous solids
based on the protozeolitic nanoclusters was
carried out according to the method reported
in literature. [4–6] Formations of very small
particles (∼ 5 nm in size) was proved with
Dynamic Light Scattering (DLS) method. Ze-
olitic character of the protozeolitic species
was confirmed by Fourier Transform Infrared
(FTIR) spectroscopy. Band at ∼550 cm−1 in
the FTIR spectra of the protozeolitic particles
indicated presence of five member rings, i.e.
secondary building units (SBU), characteris-
tic for the MFI structure. Bands correspond-
ing to Si–O–Si inter-tetrahedral asymmetric
and symmetric stretching (respectively 1225
and 753 cm−1) were also observed. Scanning
Electron Microscopy (SEM), Transmission
Electron Microscopy (TEM), powder X-Ray
Diffraction (XRD) and nitrogen adsorption-
desorption measurements were used to in-
vestigate the textural properties of the ob-
tained materials. The SEM and TEM anal-
ysis confirmed the layered structure of the
samples (Fig. 1). Also, the XRD results con-
firmed the lamellar morphology of these ma-
terials. A low-angle X-ray diffraction pattern

showed series of reflections characteristic for
a well-ordered layered structures in the di-
rection perpendicular to the [00l] plane, ac-
cording to the relation interplanar spacing
(d1/d1) = 1, (d1/d2) = 2, (d1/d3) = 3, etc. On
the other hand the high-angle X-ray diffrac-
tion pattern pointed out reflections at 2Θ =
5,7◦; 21,8◦ and 23,0◦ which can be attributed
to the zeolite structure. Post-synthesis high-
temperature treatment resulted in disappear-
ance of those reflections. Nitrogen adsorption-
desorption experiments performed at 77 K
showed isotherm type IV and characteris-
tic hysteresis loop, associated with capillary
condensation in the mesopores. The most
common BET (Brunauer-Emmett-Teller) [7]
method has been used to calculated specific
surface area (from the linear part of the BET
plot (p/p0 = 0,05 − 0,30)). Pore size distri-
butions has been calculated from the adsorp-
tion branch of the isotherm by the BJH (Bar-
rett–Joyner–Halenda) [8] approach based on
the modified Kelvin equation. Total pore vol-
ume was estimated from the amount of sor-
bent (N2) at p/p0 = 0,95. The N2 sorption
data proved a very high BET specific surface
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Figure 1: SEM and TEM images (mesoSi/Al(12)).

area (∼ 1000 m2/g), high sorption capacity
(∼1 cc/g) as well as presence of the mesopores
(∼ 2,5 nm). 27Al MAS NMR data of the cal-
cined materials showed that most of Al was
tetrahedrally coordinated (peak at chemical
shift of ∼ 60 ppm), thus could generate pro-
tonic active centres. This calculation was sup-
ported by measurements of the acidity with
pyridine sorption monitored with FTIR spec-
troscopy. Bands attributed to the vibration of
pyridine molecules bonded to the protonic ac-
tive centres (band at 1545 cm−1) were found
in the IR spectra recorded after desorption of
pyridine at 150− 400◦C. The prepared meso-
porous systems (denoted as mesoSi/Al(12),
mesoSi/Al(40), where 12 and 40 is a Si/Al
molar ratio of gels) showed remarkable cat-
alytic performance for a liquid phase isomer-
ization of α-pinene at 75◦C, considerably bet-
ter than that of amorphous aluminosilicate
(SA, Si/Al(7)) and a standard MFI zeolite
(Si/Al(40)) (Fig. 2). Effect of loading of the
mesoSi/Al catalyst (25− 250 mg) on conver-
sion of α-pinene is presented in Fig. 3. In
most cases, camphene and limonene (∼50 and
40%, respectively) were major reaction prod-
ucts (Fig. 4). After a small decrease in selec-
tivity to both products (∼10%) their content
remained almost unchanged during next 3 h of
the reaction. Whereas, the selectivity to cam-
phene did not change considerably with cat-
alyst loading, lower loading of the mesoSi/Al
(150 − 250 mgcatal/5 mlα−pinene) resulted in
a secondary transformation of limonene to
other products (mainly α-terpinene and p-
cymene).

Figure 2: Conversion of α-pinene in the pres-
ence of selected catalysts (mcat = 250 mg,
vα−pinene =5 ml).

Figure 3: Effect of loading of mesoSi/Al(12)
catalyst on conversion of α-pinene (in all ex-
periments vα−pinene =5 ml).
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Figure 4: Isomerization selectivity of α-
pinene to different products (mcat = 50 mg,
mesoSi/Al(12), vα−pinene =5 ml).

The presented results have proved that syn-
thesis of new mesoporous materials based on
the MFI zeolite nanoclusters below 10 nm in
size, led to highly active catalysts for low tem-
perature, liquid phase isomerization of ter-
pene hydrocarbons.

? ? ?
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Manganese oxides and mixed manganese-iron oxides on MgO(100) substrate were
prepared under ultrahigh vacuum conditions and characterized in situ using Low
Energy Electron Diffraction (LEED), X-Ray Photoelectron Spectroscopy (XPS)
and ex-situ using Conversion Electron Mössbauer Spectroscopy (CEMS). Post-
preparation oxidation of metallic Mn layers in a wide range of O2 pressures and
temperatures leads to formation of a MnO(100)-like surface structure, according to
the LEED pattern. Mn 2p core excitation XPS spectra show the presence of Mn2+

cations with binding energy assigned to MnO. Two different mixed manganese-
iron oxides were obtained under different preparation conditions on the MgO(100)
substrate. FexMn1−xO and FexMn3−xO4 structures were confirmed by LEED, XPS
and CEMS investigations.

The molecular level understanding of the
catalytic reaction mechanisms, relaying on
the model catalysts, is crucial for the design
and optimization of industrial catalysts. How-
ever, while the field of heterogeneous catalysts
is focused on the high-surface area catalytic
materials studied under high pressure, the
model approach to catalysis consists in inves-
tigations under idealized conditions (on single
crystals surfaces at low pressures). It results
in so called „pressure and material gap”. To
bridge these gaps, more sophisticated model
catalysts, like metal nanoparticles supported
on well-defined oxide surfaces are developed,
called supported model catalysts. The vari-
ety of oxide surfaces is considerably increased,
when thin epitaxial oxide films are used. On
the other hand, to recognize the influence of
the oxide substrate morphology on the cat-
alytic reactions, the inverse model catalysts
(oxide nanostructures deposited on metallic
single crystal) can be employed.

Supported and unsupported manganese ox-
ides were found to be active in various cat-
alytic reactions, such as oxidation of carbon
monoxide, methane and hydrocarbons and se-

lective reduction of NO. [1–5] Thin epitaxial
films of MnOx have been studied on different
single crystal substrates. [6–9] Such low dimen-
sional oxide structures are very often a mix-
ture of the most common and stable oxide
phases (MnO, MnO2, Mn2O3 and Mn3O4).
It appears that synthesis of stoichiometric
layers, important from the catalytic point of
view, is difficult due to a large variety of pos-
sible Mn-oxidation states.

This paper is dedicated to the efforts
towards fabrication of well-defined single-
phase manganese oxide epitaxial films (MnO,

Figure 1: LEED pattern for the clean
MgO(100) surface (left) and epitaxial MnO
layer (right). Both images were collected at
the electron energy 86 eV.
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Table 1: Fitted parameters of Mn 2p XPS spectrum for MnO-stoichiometry oxide grown on
MgO(001) substrate.

Component BE [eV] [%] Interpretation
B 640,6 15,9 MnO1−x
C 641,7 47,5 MnO
D 643,3 36,6 Mn3+ and Mn4+ in oxides
s 645,2 – 649,6 − Shake-up satellites

FexMn3−xO4, FexMn1−xO) on the MgO(100)
single crystals used as model catalysts or ox-
ide supports.

MnOx epitaxial layers were fabricated by
post oxidation of metallic Mn films with the
thickness of approximately 20 nm at elevated
temperatures. Satisfactory results were ob-
tained for temperatures in the range 520 –
620 K and oxygen pressures from 1·10−7 mbar
to 1 · 10−6 mbar. Fig. 1 shows a LEED pat-
tern for the clean MgO(100) substrate (left)
and for the MnOx layer (right) at the electron
energy 86 eV. Similarly to the MgO(100) sub-
strate, the MnOx surface unit cell is square,
and both structures have similar lattice con-
stants, which suggests that the MnOx film
might have the same crystallographic struc-
ture as MgO, i.e. the rock salt one. This would
point toward the MnO-stoichiometry oxide,
which crystallizes in this structure. Such a
conclusion is consistent with the XPS mea-
surements. Fig 2 shows the Mn 2p XPS spec-
trum, which fitted parameters are listed in
Table 1. The most intensive component at
the electron binding energy (BE) of 640,6 eV

Figure 2: XPS Mn 2p spectrum of epitaxial
MnO layer deposited on MgO(100) surface.

corresponds to stoichiometric bulk-like MnO,
the component at lower BE can be ascribed
to not fully oxidized manganese deep layers.
The peak at BE of 643,3 eV can be assigned
to Mn3+ and Mn4+ in higher oxides. [10]

The comparison of pure and mixed oxide
systems can show potential routes for the syn-
thesis of catalytic systems. Therefore, the syn-
thesis of mixed iron-manganese oxides was
compared to that of MnO and Mn3O4. Our
attempts to obtain the spinel Mn3O4 phase
by the direct reactive deposition of Mn on
MgO(100), revealed an experimental problem
connected with the oxidation of manganese
in the evaporator. Thus, FexMn3−xO4 lay-
ers were obtained on a magnetite epitaxial
thin film seed layer. The procedure of prepar-
ing the (100)-oriented Fe3O4 films is well-
known [11] and the main idea was to allow Mn

Figure 3: LEED patterns at the elec-
tron energy 86 eV for (a) MgO(100),
(b) Fe3O4/MgO(100), post oxidized
(pO2

= 1 · 10−7 mbar, T = 520 K) de-
posits of (c) 2 Å Mn/Fe3O4/MgO(100),
(d) 6 Å Mn/Fe3O4/MgO(100), (e) 50 Å
Mn/Fe3O4/MgO(100), and (f) post oxidized
(pO2 = 1 · 10−5 mbar, T = 770 K) deposit of
50 Å Mn/Fe3O4/MgO(100).
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Figure 4: XPS Mn 2p spectra for the
FexMn1−xO and FexMn3−xO4 systems.

atoms to diffuse into magnetite structure and
to replace iron in the spinel lattice. Fig. 3
illustrates the LEED patterns of the 16 nm
Fe3O4(100) film and for the further steps of
preparation, i.e. deposition of thin metallic-
Mn films (total thickness of 5 nm) followed by
oxidation (pO2 =1·10−7 mbar) at 520 K. It can
be observed that the surface unit cell changes
from spinel-like to Fe1−xMnxO rock salt-like
with the increase of the nominal thickness of
the Mn deposit.

However, by modifying of the oxidation
conditions one can synthesize the spinel struc-
ture (Fig. 3f). Fig. 4 shows that post-
oxidation of the MnO-like structure under
1 · 10−5 mbar O2 for 20 minutes at 770 K [12]

significantly changes the shape of Mn 2p spec-
tra indicating increased contribution of higher
oxidation states (Mn3+ and Mn4+). The cor-
responding CEMS spectrum (Fig. 5 bottom)
shows a pattern with two magnetic and one
paramagnetic component, which can be com-
pared with the one of a 10 nm thick stoichio-
metric magnetite epitaxial layer on MgO(100)

(Fig. 5 top). The fingerprint of magnetite are
two spectral components corresponding to the
Fe3+ ions at tetrahedral A sites (hyperfine
magnetic field Bhf = 47,9 T and isomer shift
IS = 0,27 mm s−1) and to Fe2,5+ (Fe2+ and
Fe3+) ions at octahedral B sites (Bhf =43,5 T
and IS = 0,65 mm s−1). The A/B intensity
ratio is close to 0,5. For the manganese-iron
oxide, it is clearly seen that the manganese
atoms diffused into the spinel structure, which
strongly affects the intensity and width of the
components. The component A remains nar-
row (population of 20,2%) while the compo-
nent B shows a wide hyperfine magnetic field
distribution and a larger population (78,6%).
The A/B ratio is equal to 0,26. Moreover, the
hyperfine field of the component A remains al-
most unchanged (47,5 T) and the isomer shift
is only slightly larger (0,29 mm s−1) while the
average Bhf and the isomer shift of B compo-
nent are strongly reduced (0,43 mm s−1 and

Figure 5: CEMS spectra of the epitax-
ial Fe3O4(100) (top) and FexMn3−xO4(100)
(bottom) films on the MgO(100) substrate.
Lighter components correspond to tetrahedral
sites (A), darker ones are assigned to octahe-
dral sites. FeO-like component also appears in
FexMn3−xO4.
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39,3 T) as compared to pure magnetite. It is
worth mentioning that, in the inverse spinel
structure, the tetrahedral sites are situated
far away from each other and from the octa-
hedral sites. Hence we conclude that the Mn
atoms predominantly substitute the Fe atoms
in the tetrahedral sites, which reduces the in-
tensity of the A component, without leaving
its Mössbauer parameters unchanged. Addi-
tionally, because manganese prefers higher va-
lence states, the Mn ions in the spinel lat-
tice can have the oxidation state higher than
3+, in agreement with the XPS results (com-
pare Fig. 4). For the charge neutrality this re-
quires that some Fe3+ cations at the A sites
were reduce to Fe2+. It might be the reason
of increasing IS for the component A and
broadening of component B. This conclusion
is in agreement with Takaobushi et al. [13] and
in opposition to the statement of Oliveira et
al. [14]

In summary, epitaxial MnO, FexMnx−1O
and FexMn3−xO4 layers on MgO(100) were
synthesized and characterized. It was found
that Mn atoms enter preferentially the tetra-
hedral sites of the spinel structure.

? ? ?
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In this paper the two ways of obtaining the critical exponents was compared.
The Calculations were done from the resistance measurements of the bulk
(Tl0,5Pb0,5)Sr2(Ca0,7Gd0,3)Cu2Oz high temperature superconductor. The calcu-
lations were performed from the zero resistance critical temperature Tc0 up to 116
K which was above onset critical temperature Tc_onset. The results obtained by
these two methods are similar to each other.

The very short coherence length as well
as the large anisotropy of high temperature
superconductors (HTS) affect on the ther-
mal fluctuations around the superconduct-
ing transition. Within the critical region one
can notice the competition between the crit-
ical fluctuations at lower temperatures and
the Gaussian (stochastic) fluctuations at the
temperatures well above the critical temper-
atures that depend on the applied magnetic
field as well as the applied pressure. [1–3] The
Gaussian fluctuations can give the informa-
tion on the effective dimensionality of su-
perconductivity in HTS materials. The thal-
lium based superconductors are very reward-
ing subjects of these studies because of their
special behavior of widening of the resistive
transitions upon the influence of the applied
magnetic field. Because of huge anisotropy
the superconductors have generally the three-
dimensional (3D) to the two-dimensional (2D)
transition in the critical region for polycrys-
talline, single crystal as well as for thin film
samples. [4–7]

In this paper the two methods were
compared themselves to determine the
critical exponents above the critical temper-
ature Tc. This comparison was performed
on the (Tl0,5Pb0,5)Sr2(Ca0,7Gd0,3)Cu2Oz
bulk superconductor that superconducting
properties ware measured and analyzed
in the paper. [8]

The sample was prepared by the sol-gel
method according to the procedure described

in details in the paper. [9] The temperature
dependence of the resistance was carried out
using the four-point ac method using Stan-
ford SR 830 lock-in nanovoltometer. The tem-
perature from 77 K to 130 K was moni-
tored by a Lake Shore temperature controller
employing a chromel-gold-0,07% Fe thermo-
couple with an accuracy of ±0,05 K. The
electrical contacts were made by silver paint
which were sintered at 300◦C. The critical
temperatures of this sample are as follows:
Tc_50% = 102,7 K; Tc0 = 90,8 K and the
onset temperature Tc_onset = 109,3 K. The
transition width ∆T90%−10% = 8,9 K with-
out the applied magnetic field. The mea-
surements were repeated ten times to sup-
press the noise presents in the measure-
ment system. The resistance versus temper-
ature of (Tl0,5Pb0,5)Sr2(Ca0,7Gd0,3)Cu2Oz
with marked Tc0, Tc_50% and Tc_onset is
shown in the Fig. 1. The inset shows the tem-
perature derivative of the resistance.

In this paper the thermal fluctuations were
studied using the following formula: [10]

∆σ=Kε−λ , (1)

where ε = (T−Tc) /Tc, λ is a critical expo-
nent and K is a constant. The temperature
dependence of conductivity is defined within
the Ginzburg-Landau mean field approxima-
tion: [11]

∆σ(T )=
1

R(T )
− 1

RR(T )
, (2)
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Figure 1: Resistance versus temperature
of (Tl0,5Pb0,5)Sr2(Ca0,7Gd0,3)Cu2Oz with
marked Tc0, Tc_50% and Tc_onset. Inset shows
the temperature derivative of the resistance.

where R(T ) is the measured resistivity and
RR(T ) is the resistivity obtained by the lin-
ear extrapolation of the resistivity data from
about 130 K down to the onset tempera-
ture. [12]

Assuming that the resistivity R(T ) follows
a linear temperature dependence at higher
temperatures, it is obtained by linear fitting
of the resistivity curve. The determination of
∆σ involved the determination of RR for tem-
peratures near Tc by extrapolating the high
temperature behavior of as follows:

RR(T )=R0+

(
dR

dT

)
T , (3)

where R0 and dR/dT are constants.
The first approach (method I) to determine

critical exponents was proposed in the pa-
per [1]. To obtain values of critical exponents
λ the Eq. (1) was transformed in to the fol-
lowing formula:

χ−1 =−
(
d ln (∆σ)

dT

)−1

=
1

λ
(T−Tc) , (4)

and the inverse slope of fitted line to lin-
ear regions of the χ−1 versus temperature
dependence is the searched critical exponent
λ value. The temperature dependence of the
χ−1 was plotted in the Fig. 2.

The second way (method II) to determine
critical exponents was described in the pa-
per [12]. In this approach we transform Eq. (1)
into:

log10 (∆σ)=−λ log10 (ε) , (5)

Figure 2: χ−1 versus temperature for
(Tl0,5Pb0,5)Sr2(Ca0,7Gd0,3)Cu2Oz with lines
fitted to Eq. (4) in selected regions.

where the searched value of critical exponent
λ is equal to negative value of the slope of
the fitted line to linear parts of the depen-
dence from Eq. (5). The above dependence
was plotted in the Fig. 3.

To compare those two methods of deter-
mining critical exponents we chose three re-
gions near the characteristic points of super-
conducting transition: above Tc0, near Tc_50%

and around Tc_onset. The complete list of se-
lected regions with details is shown in Table 1.
λ value obtained from method I in the first

region „r1” is 1,1±0,4. The result is saddled
with a big measurement uncertainty, the rela-
tive uncertainty is 36%. This is caused by use
of the derivative to calculate the value of χ−1.
The value of λ acquired from method II is

Figure 3: log10 (∆σ) versus log10 (ε) for
(Tl0,5Pb0,5)Sr2(Ca0,7Gd0,3)Cu2Oz with lines
fitted to Eq. (5) in selected regions. Inset
shows extended „r3” region where we did not
obtain linear region.
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Table 1: Obtained values of critical exponents λ from both methods in selected regions.

Region Temperature range method I log10 (ε) range method II
r1 91 ÷ 91,70 1,1 ± 0,4 −2, 66 ÷ −2, 00 0,81 ± 0,05
r2 101 ÷ 103 7,0 ± 0,6 −0, 95 ÷ −0, 87 4,74 ± 0,02

r3 108,1 ÷ 109,5 0,48 ± 0,05 Tc used to calculate ε was 107,8 K
−2, 56 ÷ −1, 80 0,473 ± 0,011

0,81±0,05. This result is more accurate com-
pared to the previous one, the is 6%. There is
a big difference between results obtained from
the methods we used. The result from method
I is 35% higher than the result from method
II. The difference in the results achieved and
less accurate result for method I can be caused
by using a larger number of numerical calcu-
lations.

In the second region „r2” there was larger
discrepancy between obtained results, λ =
7,0± 0,6 (method I) and λ = 4,74 ± 0,02
(method II). In this case the value obtained
from method I is larger than value from
method II by 48%. Relative uncertainty val-
ues are respectively 9% and 0,5%. As we can
see linear fit in both methods were more ac-
curate but still like in the region „r1” we did
not obtain comparable results.

In the third region „r3” we obtain the value
of critical exponent at level 0,48±0,05 using
method I. Unfortunately we did not get con-
firmation of this fact by using method II. In
the same temperature range we did not ob-
tain linear region (see inset Fig. 3). This may
be caused by either too much number of inac-
curate numerical calculations in method I or
from Tc used to calculate function ε in method
II. Considering the problem of the difference
between the results obtained in the region
„r3” we decided to use a different Tc to check
how strongly the choice of Tc influences on
the value of critical exponent achieved from
method II. As Tc we have taken center of
the peak of the first derivative of measured
resistance. This value was 107,8 K. The ob-
tained results are shown in the Fig. 4. After
changing Tc the boundaries of „r3” region have
changed to −2, 56 ÷ −1, 80. From fitting line
to Eq. (5) in this region we got that the λ
is 0,473 ± 0,011. This result is equal in the
limit of measurement uncertainty to the result
achieved from method I in the same area. This

shows how strongly the results from method
II depend on chosen Tc.

Comparing these two methods of deter-
mining critical exponents we can say that in
method I, which was based on formula (4),
obtained data is not smooth because of us-
ing derivative to calculate it. This fact causes
problems in determining the linear regions
and the result of fitting is saddled with large
uncertainty. In the method II, which is based
on formula (5), there is only a function of dec-
imal logarithm thus obtained data are much
smoother compared to the previous method.
When a more detailed analysis of formulas
used in these two methods is done, we see that
the first method does not depend on Tc while
the second one does. The domain of Eq. (4) is
between R>0 and 1/R(T )>1/RR(T ) and we
can analyze the whole area of superconduct-
ing transition. The domain of Eq. (5) is more
complicated because of logarithm function on
the two sides of equation. On the left side we
have the same restrictions as in the first case.
Additional terms implies from the right side
of the equation, which are as follows: ε > 0
and Tc 6= 0. This makes that the final result

Figure 4: log10 (∆σ) versus log10 (ε) for
(Tl0,5Pb0,5)Sr2(Ca0,7Gd0,3)Cu2Oz where Tc

was 107,8 K. Line was fitted to Eq. (5) in the
region corresponding to the „r3” region.
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depends on the temperature which was used
to calculate ε.

In conclusion we calcu-
lated critical exponents of bulk
(Tl0,5Pb0,5)Sr2(Ca0,7Gd0,3)Cu2Oz high
temperature superconductor using the two
different ways. The calculation were per-
formed in three regions above Tc0, near
Tc_50% and around Tc_onset. The obtained
results do not fit well together which was
caused by the use of the derivative in the
calculation (method I) and strong depen-
dence of ε from Tc (method II). The results
obtained using the method I were determined
with large uncertainty about several times
greater than the results from the method II.

Based on the analysis carried out by us in
this work, we are not in the position to deter-
mine which method is better to determine the
critical exponents. The method I gives a pic-
ture of the whole superconducting transition
but the received data is not smooth. To obtain
more accurate results from this method the
measurements must be repeated more times.
The results from method II are more pre-
cise but it is impossible to analyze the entire
superconducting transition. Therefore, to get
the best results it is best to use both methods
simultaneously.

Author would like to thank Professor
G. Gritzner and his team from Institute for
Chemical Technology of Inorganic Materials,
Johannes Kepler University, A 4040 Linz,
Austria for providing the sample.
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Characterization of texture and microstructure evolution during a complete
thermo-mechanical treatment of commercially pure titanium (HCP-Ti) based on
the data obtained from EBSD (Electron Backscatter Diffraction) experiment is
presented. Examined HCP titanium was cold rolled to reach various degrees of
thickness reduction: 20%, 40% and 60%. Next, annealing in air atmosphere was
conducted at different conditions to achieve the recrystallized state. EBSD topo-
logical maps were measured on surface of each sample. Strong heterogeneity of
deformed titanium microstructures is described with focus on the important role
of twinning mechanisms. Texture evolution in investigated titanium appears to be
limited, especially in recrystallized state. However, some subtle mechanisms are
discussed.

A thorough understanding of the physi-
cal and metallurgical phenomena occurring
in a polycrystalline metal over its thermo-
mechanical processing, recrystallization is one
of the most important among them, [1] is es-
sential for the control of its final proper-
ties. Therefore, the role played by this phe-
nomena is valid from industry and techno-
logical application points of view. For in-
stance, many applications of aluminum and
steel alloys such as car bodies or beverage
cans involve deep-drawn process. Such defor-
mation can be highly inhomogeneous due to
the material texture (non-random distribu-
tion of grains orientation) and thus the forma-
bility of final product is reduced. For example,
wavy folds have been observed on the top of
an aluminum can at the end of the produc-
tion process. However, appropriate thermo-
mechanical treatment (deformation and an-
nealing) has been successfully applied to bal-
ance aluminum texture and solve this prob-
lem. [2]

Modern technologies more often make use
of hexagonal metals, due to their exceptional
properties. Today, mentioned metals are ap-

plied in various industry branches, such as
bioengineering, implantology (titanium im-
plants), nuclear power engineering (zirconium
envelopes of fuel pencils), aircraft industry
(magnesium alloys sheets), stomatology (zir-
conium and titanium implants) and modern
metallurgy (titanium steels).

Titanium is one of the most popular hexag-
onal metal being investigated. However, the
satisfactory theory of the physical phenom-
ena taking place during cold rolling deforma-
tion and following annealing treatment of ti-
tanium is still far from being achieved.

The main purpose of this work is thus to fo-
cus on the characterization of texture and mi-
crostructure evolution in hexagonal titanium
during complete thermo-mechanical treat-
ment, especially at recrystallization stage. In
order to achieve this goal, EBSD (Electron
Backscatter Diffraction) equipment is used.

EBSD (Electron Backscatter Diffraction) is
a modern and promising experimental tech-
nique which allows to represent the informa-
tion about texture and microstructure in the
form of a topological map comprised of a
very large number of acquisitioned orienta-
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Figure 1: EBSD map of Ti microstructure
rolled to 20% of reduction.

tion points. From these huge amounts of data,
many material parameters may be obtained
directly and analyzed statistically.

Commercially pure HCP titanium (grade 2)
in a fully recrystallized state was cold rolled
in several passes to reach different thickness
reduction ratios: 20%, 40% and 60%. Sample
reference system is thus defined by Rolling
Direction (RD), Transverse Direction (TD)
and Normal Direction (ND). For recrystalliza-
tion study, the deformed samples were then
heat-treated in air at various annealing tem-
peratures (500◦C, 600◦C, 715◦C, 750◦C) and
times (5 min, 15 min, 1 h, 4 h). To character-
ize both deformed and recrystallized states,
EBSD topological maps were measured on
RD-TD and RD-ND surface of each sam-
ple. The measurements were carried out in
the middle cross-section of each sample to
avoid the influence of potential surface ef-
fects. Moreover, special attention was given
to reach statistically representative and trust-
worthy data.

Initial state microstructure of investigated
titanium comprise of equiaxed grains, whose
average diameter grain size is 22 µm.

The beginning of deformation process in ti-
tanium is mainly governed by twinning de-
formation mode, which plays significant role
in the accommodation of externally imposed
strain. In the sample rolled up to 20%, twins
appear in the form of narrow and highly elon-
gated grains. Moreover, it is seen that sec-

ondary twins are created in the most of al-
ready twinned grains (Fig. 1).

As a result of twinning, the high fragmen-
tation of most of the initially equiaxed grains
is seen. However, some of the grains resist to
this mechanism and remain untwined. Obser-
vation of RD-TD surface reveals that these
grains can be described as wide and broad
oval areas of continuous orientation change
probably produced by slip deformation mode,
some of them can be seen in the Fig. 2. The
main feature of the deformed microstructure
is thus a strong heterogeneity.

As deformation proceeds, the RD-TD sec-
tion of the microstructure can be described
by big isolated islands of untwined areas sur-
rounded by a sea of fragmented grains. In the
case of RD-ND section, untwined areas are
much more elongated, hence lamellar struc-
ture is formed.

Extensive twinning can be analyzed using
misorientation parameter, which is defined as
a difference in crystallographic orientation be-
tween two grains in a polycrystalline material.
Fig. 3 presents the distribution of the low-
est misorientations calculated for a particular
crystallographic direction.

Two main peaks are observed for the
data obtained from RD-TD surface (Fig. 3).

Figure 2: EBSD map presenting new grains,
which appeared after annealing (1 h, 500◦C)
of sample rolled by 20%.
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Figure 3: Misorientations distribution at
various thickness reductions.

Based on their position, active twin systems
can be determined: tensile {1012}

〈
1011

〉
(85◦ around

〈
2110

〉
axis) and compres-

sive {1122}
〈
1123

〉
(64◦ around

〈
1010

〉
axis)

twins. [3] Increasing deformation results in
a decrease of twin misorientations fraction,
what is expected due to grain refinement pro-
cess. The same tendency appears on RD-ND
surface. The only difference is the opposite
fraction ratio of twin misorientations.

It is concluded that annealing performed at
715◦C over 1 h leads to fully reconstructed
microstructures in all investigated samples,
due to the activation of recrystallization pro-
cess. Detailed analysis of the beginning of an-
nealing treatment reveals that newly created
grains tend to gather in form of clusters. Such
grains are located in highly fragmented areas
(Fig. 2), which suggests that these regions are
preferred places for nucleation of new grains,
whereas big, untwined grains are replaced by
new population of grains rather at final stage
of recrystallization.

The influence of the prior deformation de-
gree on average grain size after recrystalliza-
tion has been also analyzed. Based on the re-
sults presented in the Fig. 4, it is noted that
the higher deformation before annealing, the
smaller grain size after annealing.

Concerning texture evolution in investi-
gated titanium, it is analyzed using Orienta-
tion Distribution Functions — ODF’s which
were calculated from EBSD data with im-
posed orthotropic sample symmetry. Grain
orientations are described using Euler angles

Figure 4: Average area grain size in µm2

(RD-TD plane). The names of last three bars
(20R, 40R and 60R) refer to annealed state
of samples, which were previously deformed
to 20%, 40%, 60% of thickness reduction.

(ϕ1, φ, ϕ2) according to Bunge definition. [4]
Crystal coordinate system is defined as: X=
[21.0], Y = [10.0], Z = [00.1]. It is common
to focus on selected ODF cross-sections, as it
is difficult to analyze whole three-dimensional
ODF. In the case of titanium the chosen cross-
section is ϕ1 =0◦,(Fig. 5) because it contains
the most important information about tex-
ture changes. The information about anneal-
ing treatment and obtained average diameter
grain size (calculated with the grain boundary
limit of 15◦ is also presented in the Fig. 5.

Deformation of the investigated titanium
results in continuous strengthening of one
main texture component (0◦, 35◦, 30◦). Dur-
ing annealing textures evolve in a more
complex way, which clearly depends on the
amount of stored energy. It has been re-
ported [5] that in titanium deformed by 80%
cold rolling, primary recrystallization does
not affect the stability of the main texture
component obtained after deformation, which
is (0◦, 35◦, 30◦) according to crystal reference
system used in this letter.

Only extensive annealing gives rise to more
significant texture evolution in the aftermath
of grain growth process. This evolution is de-
scribed by a movement from (0◦, 35◦, 30◦)
to (0◦, 35◦, 0◦). The results presented in this
paper reveal that grain growth is also nec-
essary to start texture evolution. However, in
this case, the final texture depends much more
on the prior deformation degree. For instance,
the texture of the sample deformed by 20%
of thickness reduction evolves not much —
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Figure 5: Texture evolution of Ti during an-
nealing in 715◦C.

main texture components are stable even af-
ter significant grain growth (21 µm). At the
same time, in the sample deformed by 40%
and annealed to obtain comparable grain size
(22 µm), it is seen that the main deformation
component (0◦, 30◦, 30◦) is transformed into
fiber (0◦, 30◦, 0◦ – 60◦). Finally, in the sam-
ple deformed by 60% and annealed 1 h, the
deformation component (0◦, 35◦, 30◦) is split
without significant grain growth (12 µm).

This work focus on the investigation of tex-
ture and microstructure evolution of commer-
cially pure HCP-Ti caused by cold rolling
and subsequent annealing. It is confirmed
that compressive and tensile twins play sig-
nificant role during deformation. Appropriate
heat treatment leads to equiaxed microstruc-
tures. It is shown that parameters impor-
tant from the viewpoint of final properties,
such as: grain size and texture are strongly
related with the level of deformation: the
size of recrystallized grains clearly depends
on the prior rolling reduction degree, which
is consistent with the conclusion that highly
fragmented areas obtained by higher defor-
mations are preferable places for nucleation,
whereas the analysis of ODF’s cross-sections
reveals that apart from the grain growth
mechanisms, deformation degree strongly in-
fluences annealing textures.

Mariusz Jędrychowski has been partly sup-
ported by the EU Human Capital Operation
Program, Polish Project No. POKL.04.01.01-
00-434/08-02.
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The influence of external magnetic field (up to 8 T) and temperature (in the
range 10 – 300 K) on the dimensions of zinc doped magnetite single crystalline
samples Fe3−xZnxO4 exhibiting the Verwey phase transition of first- (x=0,008)
and second- (x=0,022) order was studied by the strain gauge (SG) method. Nat-
ural tendency to shrinking while cooling and the jump in size at the transition
temperature was observed for monoclinic c direction parallel to strain gauge axis
for both samples, however for c direction perpendicular to SG the behavior was
different and reverse. These results (combined with previous experimental results
of elastic constants measurements and recent refinement of the crystal structure
in low temperatures) brought the new concept of the Verwey transition (VT), in
which coexistence of two kinds of interaction (one natural „forces” binding the
crystal and the other one, associated with orbital order) determines the transition
at the certain point.

Magnetite was always one of the most fas-
cinating materials for the mankind. In the
past, its magnetic properties were used to ori-
ent in the world: in nanoform it is present
in the migrant species, and in macro scale it
was used to build the compasses. Nowadays,
the prospective usage of the material will be
in spintronics, which is associated with the
fact that on the Fermi level it has the elec-
trons with one spin direction only. In TV =
124 K (for ideal composition Fe3O4) mag-
netite undergoes the spectacular phase tran-
sition, called the Verwey transition after the
name of the discoverer. [1] The transition is
reflected in the discontinuity in all physical
properties (e.g. 2 orders of magnitude jump
in resistivity) including the change of symme-
try from cubic Fd-3m above TV to monoclinic
below this temperature. In fact, the low tem-
perature structure of magnetite was solved
very recently. [2] The basic model described by
Verwey and followed by other authors [1,3] ex-
plaining this phenomenon, assumes that the
major interaction responsible for the transi-
tion is the Coulomb repulsion of the elec-
trons from the octahedral iron atoms, what

causes the localization of the charges mov-
ing freely above TV (resulting in the jump in
resistivity). Newer theoretical simulations [4]
show that key interactions causing the tran-
sition (besides those mentioned above) is the
electron-phonon coupling.

One of the still open questions is the ex-
istence of the two different orders of the
transition. Depending on the level of dop-
ing in Fe3−x(Zn,Ti)xO4 or nonstoichiometry
in Fe3(1−δ)O4, VT can be sharp (I-order) or
continuous (II). Transition temperature low-
ers linearly with doping level x or nostoi-
chiometry parameter 3δ, despite the fact that
nonstoichiometry and Zn doping removes and
Ti doping adds octahedral electrons from the
system. The trend has a characteristic break
in the point x=3δ=0,012, in which the char-
acter of transition changes. So far, there is
no microscopic explanation of this fact. An-
other phenomenon is the magnetic easy axis
switching process (AS), in which the orienta-
tion of the magnetic easy direction, as well as
the monoclinic c axis, can be forced to switch
to another 〈100〉 direction by the application
of the magnetic field below TV.
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In the experiment described below, both
phenomena were observed by the examina-
tion of the size changes in magnetic field and
in various temperatures in magnetite samples
of 1st and 2nd order. This experiment was
meant to complement our previous studies
on the easy axis switching influence on mag-
netic [5,6] and charge transport [7] properties as
well as on the atomic arrangement. [8]

Magnetostriction and thermal expansion
measurements were already performed before.
For example, clear anomalies in the vicinity of
the Verwey transition were reported in liter-
ature. [9] The authors associate these anoma-
lies with the field dependent Fe2+ orbital or-
dering below TV, i.e. the effects that are also
present in AS. The verification of those inter-
esting conclusions is needed since the studies
were performed on polycrystalline samples.

The samples we used were Zn doped mag-
netite single crystals (x = 0,008, with TV =
113 K — a 1st order sample, and x = 0,022,
TV =92 K), cut to expose (001) crystal plane.
Size dependence on temperature (in T range
10 – 300 K) and on magnetic field (up to
Bmax =8 T) was measured by the strain gauge
glued along [010] direction.

The experiment was conducted in the
PPMS working in the horizontal rotator op-
tion, which allows to apply the field in per-
pendicular [100] and [010] directions. To ac-
count for the strain gauge temperature and
field characteristics, the same tensometer was
glued to quartz single crystal sample and mea-
sured simultaneously. Consequently, the rela-
tive size change was calculated from the for-
mula

µst = ∆LFe3O4/L0Fe3O4 −∆Lquartz/L0quartz,

where ∆LFe3O4
, ∆Lquartz, L0Fe3O4

, L0quartz,
are sample and quartz contractions from their
initial lengths L0 at 300 K.

The results of a temperature dependence of
samples dimensions along the c axis is shown
on the Fig. 1; the orientation of c-axis was
forced by cooling in an external magnetic field
B = 2 T applied in [010], i.e. strain gauge
direction). No changes were observed when
small field (B = 0,01 T) was applied, indi-

Figure 1: Temperature dependence of rela-
tive size µst in c direction and under mag-
netic field B= 2 T along c (parallel to [010])
for both samples.

cating that the only significant parameter is
the c axis direction. According to [10] we ex-
pect that FC sample shrinks at TV on cool-
ing in c direction (from 8,3939 Å at 130 K
to 8,3858 Å at 90 K). This is, qualitatively,
what we have found, however, in contradic-
tion to previous experiences of author of this
work, sample shrinking of c axis is more pro-
nounced for the 2nd order sample.

The a-b plane size behaves at the VT in
a completely different way (see Fig. 2, closed
symbols; here the sample was field cooled with
B along [100] to establish the c axis in the di-

Figure 2: Temperature dependence of µst in
a-b plane (perpendicular to c direction forced
by FC along [100]). Open symbols denote data
from Fig. 1 for comparison.
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rection perpendicular to SG direction). In this
case, the 1st order sample expands, opposite
to the 2nd order, furthermore its expansion
is much more pronounced than the 2nd order
sample shrinking. In [11], where the results of
powder diffraction experiment are presented,
the same kind of an increase in a-b plane was
observed. On the other hand, the P2/c mono-
clinic lattice parameters are [10] aM =5,944 Å
and bM = 5,925 Å at 90 K for stoichiometric
Fe3O4 that is (a2

M + b2M)1/2 = 8,3927 Å, what
exactly corresponds to the cubic c axis at
130 K. This is rather equal to either 8,3939 Å,
or 8,390 Å depending on the experiment. [10]
Nevertheless, these values are very close to
each other and do not suggest any significant
a-b plane elongation, contrary to our observa-
tions.

These results might be understood if we as-
sume that there is a sudden factor causing an
expansion of the lattice, that is superimposed
on a natural tendency to contraction of the
crystal lattice in c direction for both kinds
of material on cooling, with a large step in
TV (slightly larger than the one observed for
x= 0,022). In this meaning, the ideal transi-
tion would take place without this additional
factor. From previous observations of elastic
constants [12] rather similar explanation might
be deduced. Irrespective of a transition or-
der, there is a common tendency of lattice

Figure 3: Relative size µst changes after the
field was set along [010] (open circles) and,
later, along [100] that caused AS (closed). Ini-
tially, c was along [010]. x=0,008, T =90 K.

behaviour when material is cooled down. Ac-
tually, the thermal evolution of the specific
elastic constant c44 is very well described by
the Landau theory of continuous phase tran-
sition, c44 = c044(T −Tc)/(T −θ) with two pa-
rameters, θ (=56 K), the temperature of tran-
sition predicted by the Landau theory, and Tc

(= 66 K) — a critical temperature resulting
from the linear coupling of order parameter to
the strain. Thus not only the system prepares
itself to some low temperature (θ) transition
(irrespective to its order), but also the cou-
pling to the elastic degrees of freedom is the
same (represented by Tc). Apparently, high
temperature properties are not so susceptible
to departures from stoichiometry or doping
and do not differentiate between I and II order
type materials. In fact, they signal the Verwey
transition of continuous order, and those cor-
relations that ultimately trigger the Verwey
transition set in just above TV. Those corre-
lations are, in our opinion, connected to the
low temperature orbital order (OO). Orbital
ordering, proved to be present in magnetite [2]
in low temperatures builds rather complicated
and rigid structure of three-atom chains (so
called trimerons) (see reference [2] for further
details). In our opinion this order might be
interrupted by changing the number in the
d-states electrons, which is caused by doping
or introducing the iron vacancies; this would
make the structure less rigid, i.e. the energy of
these interactions is smaller and the tempera-
ture necessary to pull it apart is lower. Thus,
the VT, in its natural character, does not
depend on OO and would undergo at much
lower temperatures (ca. 56 K), if not the or-
bital ordering that stabilizes the low T phase
up to higher temperatures.

After establishing of the c axis in the
field cooling procedure and the application
of the field in another cubic 〈100〉 direction,
the transfer of an easy magnetization and
crystallographic c axes to this field orienta-
tion takes place, provided the temperature is
above 50 K. This phenomenon was proved
to be accompanied with the rapid changes
of transport properties, [7] as well as with
the changes in microscopic properties. [8] The
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Figure 4: Same as Fig. 3, but for x= 0,022.
Note that the AS starts already from lowest
fields and is not completed by 4 T, in contrast
to x=0,008 sample.

main goal of the presented studies was also
to find, if the influence of magnetic field on
the dimensions can account for the AS phe-
nomenon. The results of both samples are
shown on the Figs. 3 and 4. The samples
were first cooled with the field along strain
gauge axis to define the c axis in this direc-
tion. With scanning field applied in this direc-
tion, the sample size changes were negligible
(as already mentioned above). The field was
then applied in [100] direction. While B ex-
ceeded 0,5 T a ca. 50% change of a 1st order
sample deformation took place that was com-
pleted for B = 2 T and the subsequent field
lowering resulted in no further change of size
(see Fig. 3). For the 2nd order sample (see
Fig. 4), the axis switching started in much
lower fields than for 1st order, but practically
was never completed. In accord with our pre-
vious magnetization studies, [6] the switching
field in this case is an ill-defined parameter.
Also, in this case a deformation change at AS
does not exceed 10% of the total deformation
∆L at this temperature.

Concluding, we have performed magne-
tostricton measurements on two Fe3−xZnxO4

samples with different order of VT. We have
found that both kinds of material contracts
along crystallographic c direction while cool-
ing across TV. However, in the direction per-
pendicular to c (in a-b plane), there is large

expansion for the 1st order, in contradiction
to the material from 2nd order regime, where
much less pronounced shrinking is observed.
The influence of magnetic field on dimen-
sions is rather weak and limited to the val-
ues saturating material magnetically. How-
ever, at temperatures close to the Verwey
transition temperature, the switching of mag-
netic easy axis may occur, reflected here by
a pronounced expansion of size in a-b plane
and a respective c direction contraction. We
suggest that these effects are caused by d-
orbitals ordering changing in the field direc-
tion and that they are not linked intimately to
those electronic interactions that are already
present at high temperatures and drive the
Verwey transition.
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In this paper we present magnetic properties of a 3D molecular magnet
{[FeII(pyrazole)4]2[NbIV(CN)8]·4H2On}. AC/DC magnetometry and Muon Spin
Rotation (µSR) measurements were performed to characterise the sample. Special
attention was put on critical behaviour around the phase transition TC ≈7,8 K.
The analysis of experimental results allowed to determine static exponents β, γ
and a dynamic exponent w, which points to the 3D Heisenberg system with a
noncollinear ferromagnetic arrangement.

Molecular magnets are of great interest
while they combine complex structure char-
acteristic for organic compounds and physical
properties common for inorganic ones. Those
features rise with new properties like pho-
toinduced magnetism, [1] magnetic sponge be-
haviour [2] or magnetic photoconductivity, [3]
not possible to be achieved in classical mag-
netic materials.

The presented sample is a three di-
mensional hybrid cyanide-bridged organic-
inorganic compound with the full chemical
formula of {[FeII(pyrazole)4]2[NbIV(CN)8]·
·4H2On} with the mole mass 1029,49 g/mol
(pyrazole=C3N2H4). It crystallizes in tetrag-
onal I41/a space group. [4] The detailed syn-
thetic procedure of the sample was reported
in Pinkowicz et al. [4] In this structure the
NbIV and FeII ions are coordinated to each
order trough the cyanide bridges decorated
with pyrazole molecules with only one type of
linkage NbIV-CN-FeII (Fig. 1). This arrange-
ment makes both magnetic ions well localized
with spins and g factors: SFe = 2, gFe = 2,16,
SNb = 1/2, gNb = 2 respectively for NbIV and
FeII, which give the opportunity to test the
predictions of existing spin models. Moreover,
the structure makes the interaction between
the same type ions negligible. Only the mag-
netic ions which are the nearest neighbours
are coupled through CN bridges (NbIV–CN–
FeII).

The structural character of the sample
was checked using X-ray diffraction with
the use of Pananalytical X’PERT PRO
diffractometer. The magnetic properties of
{[FeII(pyrazole)4]2[NbIV(CN)8]·4H2On} were
investigated using a Lake Shore 7000 mag-
netometer and the Cahn RG electrobalance.
Fig. 2a presents the inverse susceptibility
measured in applied 1000 Oe magnetic field.
For temperatures above 10 K, a Curie-Weiss
law was fitted in the form:

χ=
C

T−Θ
+ χ0. (1)

The obtained values are C=6,42 K
cm3/mol, µeff =7,17 µB/f.u., χ0 =1,62×10−5

cm3/g and Θ=13,4 K; where C is the Curie

Figure 1: Asymmetric units of the sam-
ple, showing the position of ions connected
throw CN bridges (adapted with the permis-
sion from [4]).
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Figure 2: (a) Inverse DC susceptibility in applied 1 kOe without (circles) and with χ0

correction (empty triangles). The line presents the fitted Curie-Weiss law. (b) Magnetization
as a function of applied field in T =5,5 K.

constant, µeff is an effective magnetic mo-
ment, χ0 is a constant due to diamagnetic and
device corrections, Θ is the Weiss constant.
Positive value of Θ points to ferromagnetic
coupling, however the extrapolated value of
magnetization saturation (Fig. 2b), is around
∼8,0 µB/f.u., which is lower than expected
value of∼9,6 µB/f.u. for parallel ordered mag-
netic moments, and higher than value of ∼7,6
µB/f.u. expected for antiparallel ordered mag-
netic moments. This inconsistency can be ex-
plain with an noncollinear arrangement due
to local anisotropy of iron ions.

To exclude a spin glass state, the AC sus-
ceptibility χac measurements were performed
in different frequencies. No frequency depen-
dence of temperature position of χ′ac peak was
observed, which precludes a spin glass transi-
tion. The AC susceptibility data was also used
to obtained the γ critical exponent with the
use of classical scaling relation of the form:

χ=C

(
T

TC
−1

)−γ
. (2)

Obtained value of γ = 1,42 ± 0,07 for TC =
7,8 K (Fig. 3) fits well to the 3D Heisenberg
model (γH≈1,4).

The next part of our study was performed
with the use of muon spin rotation measure-
ments. µSR is a unique technique because it
allows to measure local magnetic field with
absence of external field. This feature is pos-
sible due to spin-polarized positive muons im-

planted in the sample, which mainly stops an
interstitial position in the crystal. The muon
spin is precessing in the presence of a local
magnetic field, which is produced by the mag-
netic moments. The frequency of this preces-
sion (ωµ) is proportional to the local field
ωµ=γµBµ, where γµ is a muon gyromagnetic
ratio and Bµ is a local magnetic field on muon
position. The muon itself is an unstable parti-
cle with the lifetime of τµ≈2,2 µs and decays
to a positron and two neutrinos. The positron
is emitted preferentially in the spin direction
of the muon. This property is used to describe
the muon precession inside the sample and is
realized by asymmetry function:

A(t)=
NB(t)−NF(t)

NB(t)+NF(t)
, (3)

Figure 3: Result of classical scaling of the
AC susceptibility where TC =7,8 K.
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Figure 4: Four examples of measured asym-
metry in zero applied field (ZF µSR) for tem-
peratures 2,01; 7,81; 8,16 and 11,5 K.

where NB(t) and NF(t) denote the numbers of
positrons detected by counters standing in the
backward and forward of the sample. The out-
put data of our µSR experiments were anal-
ysed with the WIMDA software. [5]

Fig. 4 presents examples of the measured
time evolution of the asymmetry in the ab-
sence of external magnetic field (ZF µSR
— zero-field measurements). Oscillations in
asymmetry which indicates the precession of
muon in local field from a long range mag-
netic ordered state, is observed for times be-
low 1 µs and temperatures T < 8 K. It was
found from the Fourier analysis of the asym-
metry data that there is only one dominant
frequency for temperatures below TC. This
indicates one muon stopping site. To access
information about the local field, a function
for polycrystalline sample with one frequency
was fitted of the form:

A(t)=Abg+
1

3
Arelexp (−λ1t)+

2

3
Arelexp(−λ2t) cos(γµBµt+ϕ), (4)

where Abg is a constant related to contri-
bution from the background, Arel is the sig-
nal amplitude from the sample. The term
1/3 exp (−λ1t) stands for muons lying paral-
lel to the local magnetic field and do not give
oscillations signal. The temperature evolution
of the local field extracted with the use of
Eq. (4) from measured data, is presented in

Fig. 5. To determine the β exponent those Bµ
values were fitted with the phenomenological
form:

Bµ(T )=Bµ(0)

[
1−
(
T

TC

)σ]β
, (5)

yielding TC = 7,84±0,04 K, Bµ(0) = 33,1 ±
0,7 mT, σ = 1,12 and β = 0,38. The ob-
tained β agrees well with the value expected
for the 3D Heisenberg model (βH = 0,369),
which is consistent with the γ critical expo-
nent from AC susceptibility measurements.
Also the temperature of phase transition from
those two techniques is similar. The obtained
value of σ which is related to spin waves in
temperatures well below TC, is closer to the
value for a 3D ferromagnetic system (σFM =
3/2) than to an antiferromagnetic one (σAF =
3).

Above the TC the asymmetry have only the
relaxing component and those data were fit-
ted with a function of the form:

A(t)=Abg+Arelexp(−λ3t) , (6)

where λ3 is a relaxation rate and Arel is a con-
stant. The temperature evolution of λ1, λ3 is
shown in Fig. 6. The exponential character of
the asymmetry function above the phase tran-
sition points to dynamical fluctuation in the
local field at the muon site [6] and can be writ-
ten as λ3∼(∆B)2τ , where ∆B is a variance of

Figure 5: The local magnetic field at muon
stopping position as a function of tempera-
ture. Solid line represents the result of fitting
Eq. (5).
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Figure 6: The relaxation rate of λ1 and λ3 as
a function of temperature. Insert: The log-log
plot of λ3 as a function of reduce temperature
(T/TC−1). Dashed line represent the fit for
critical exponent w.

the local magnetic field and τ is a correlation
time. [7] The relaxation rate has a sharp peak
near the TC due to fluctuation related to the
phase transition. The points on right side of
the peak are the λ3 values and they are mainly
related to the correlation time, because the
∆B do not have strong temperature depen-
dence in the absence of magnetic or struc-
tural transition. It can be noticed that there
are two regions for λ3, one on the right slope
of the peak associated with slow dynamics
(high τ) and second one with fast dynamics
(low τ) for higher temperatures. [7] The crit-
ical temperature TCR which separates these
two regions was roughly estimated to 9 K.
Values of λ3 related to slow dynamics were
used to fit the value of a dynamical critical
exponent w (Fig. 6. insert), which describes a
critical evolution of the diverging spin correla-
tion time τ = |T−TC|−w. The obtained value
w=0,33±0,02 agrees with the 3D Heisenberg
model (wH =0,328). [8]

Magnetic and µSR measurements have
been carried out for studying magnetic
properties of the molecular magnet
{[FeII(pyrazole)4]2[NbIV(CN)8]·4H2On},
which allowed to obtain values of critical
exponents: γ = 1,42± 0,07, β = 0,38 and
w = 0,33± 0,02. The analysis of the muon
spin rotation measurements have confirmed
conclusions from the classical scaling of
AC susceptibility data that the behaviour

of presented compound is close to the 3D
Heisenberg model. The compound orders
to a ferromagnetic state below TC ≈ 7,8 K,
however the magnetic character of the ar-
rangement has to be confirmed by other type
of measurements.
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and B. Sieklucka for preparing the sample,
R. Pełka for valuable discussion. This work
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No. POKL.04.01.01-00-434/08-02.
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Structure refinement of the basic Ni-rich Al-Ni-Co decagonal phase was per-
formed in physical space. Statistical approach was used to derive the structure
factor. Rhombic Penrose tiling with an edge length of 10,28 Å was chosen as a
reference lattice. The best-fit structure model with 106 parameters and 2767 re-
flections gives R=12,3% and wR=6,2%. The observations-to-parameters ratio is
high — 26,1, density and chemical composition of the resulting structure are very
close to experimental values.

There are 8 different decagonal phases re-
ported in the Al-Ni-Co system (reference [1]
and references therein). The only phase, for
which a qualitative structure refinement was
performed, is the so called basic Ni-rich phase.
In the majority of published papers a higher-
dimensional approach i.e. the atomic surface
modeling method is used for the optimiza-
tion. [2,3] In this paper the results of a physi-
cal space structure refinement against single-
crystal X-ray diffraction data of the basic Ni-
rich decagonal phase is presented, without re-
ferring to the higher-dimensional properties of
decagonal quasicrystals.

Structure factor, which was used for the
modelling process, was calculated on the ba-
sis of the statistical method described in lit-
erature. [4,5] Rhombic Penrose tiling was used
as a reference lattice. Initial atomic positions
were set in the vertices of rhombuses divided
four times with obedience to the inflation
rules. Additionally atoms were divided into
24 groups. For each group occupation prob-
ability, TM (transition metal) concentration,
a shift from initial position and two compo-
nents of ADP (atomic displacement parame-
ter) were optimized. Two components are nec-
essary because of the clear anisotropy of the
structure. One component is associated with
xy plane, i.e. quasiperiodic plane, the other
component with z direction, i.e. periodic di-
rection. All together 106 parameters were re-

fined. The optimization was performed on a
set of 2767 symmetrically independent reflec-
tions (merged in 10/m Laue class) taken by
a four-circle diffractometer at beamline D3,
HASYLAB. The chemical composition of the
sample was checked to be Al70,6Ni22,7Co6,7. [2]

Structure of the basic Ni-rich decagonal Al-
Ni-Co phase is known to consist of a peri-
odic set of quasiperiodic planes stacked along
the z direction. There are two planes within
one period of the z axis. These planes are re-
lated by a 105 screw axis. The shortest inter-
atomic distances in the structure of the ba-
sic Ni-rich decagonal Al-Ni-Co can be deter-
mined using a Patterson map. [2] These dis-
tances scale in exactly the same way as dis-
tances between vertices of Penrose tiling, pro-
viding that proper z coordinate is chosen for
these vertices. Thus, it is assumed that the
projection of the structure along z axis re-
sults in the Penrose tiling. The structure units
are thick and thin rhombuses of Penrose tiling
divided three times with obedience to the in-
flation rules. All positions from the 0-th, 1-th,
2-nd, and 3-rd division are occupied in the ini-
tial model. Some atoms, however, are also put
in several positions of the fourth division to
fulfil the density restriction. All 70 atoms dec-
orating the structure units were divided into
24 groups. This division was made accord-
ing to the matching rules for rhombuses, [4,5]
overlapping rules for kite-clusters, [6] and an
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Figure 1: The division of atoms into 24
groups.

assumption that the decoration is symmetric
with respect to the longer diagonal of thick
rhombus and shorter of the thin one. The
matching rules were used for all decorating
atoms since they are essential for the cor-
rectness of the structure factor calculation.
Also the assumption of a symmetric deco-
ration was strictly obeyed. The overlapping
rules for clusters were used solely for atoms
from the 0-th, 1-th, 2-nd, and 3-rd division,
which form a skeleton of the structure. The
division of atoms into groups is illustrated in
Fig. 1.

The edge length of the structure units (a)
is 10,29 Å and the period along the z axis
(c) 4,09 Å. Circles and squares distinguish the
layers at z=0,25c and z=−0,25c respectively.
Dark grey symbol color denotes TM atoms
light grey Al/TM atoms and white Al atoms.
Some positions are marked by an additional
circle. The results of structure refinement are
given for these positions. In the initial model
all occupation probabilities are equal to 1.
Atoms from 0-th, 1-th, 2-nd, and 3-rd divi-
sion are either Al or TM (white or dark grey
symbols, groups 1 − 13). The initial concen-
tration of TM atom at the positions of 4-th
division was 0,25 (light grey symbols, groups
14 − 24). Atoms in the group 22 are slightly
moved out of the edge, inside the thick rhom-
bus. This is why there is no atom from the
group 22 in the thin rhombus. A detailed ex-
planation of this assumption is given further
in the text.

The structure factor was calculated in the
physical space on the basis of statistical ap-
proach. The concept of average unit cell for
Penrose tiling and a detailed derivation of the
structure factor for any decoration is exten-
sively studied. [5] Here only the resulting for-
mula is shown:

F (~k) =
∑
t

∑
α

[
Fαt (~k)×

×
nt∑
j=1

ptjf
t
jD

t
j(
~k) exp

(
i~k · ~r t,αj

)]
.

Fαt (~k) is the Fourier transform of a triangu-
lar probability distribution associated with a
given structural unit in a given orientation.
In the chosen rhomb Penrose tiling there are
two basic structural units — a thick and a
thin rhomb (sum over t) in 10 possible orien-
tations (sum over α). The position of an atom
j in a given structural unit t for orientation
α is represented by ~r t,αj , ptj is the weight of a
given atom in a structural unit (calculated as
a fraction of the atom, which is inside a given
rhomb), nt is the number of atoms decorating
a structural unit, ~k is a scattering vector and
f tj is the average atomic form factor. A for-
mula for f tj reads:

f tj = pj,tcalc

[
pj,tTM1fTM +

(
1− pj,tTM1

)
fAl

]
.

pcalc is the occupation probability of an atom
in a given position, pTM is the concentration
of TM atoms at a given position, fTM is the
atomic form factor for TM atoms, fAl the one
for Al atoms. Dt

j(
~k) is the atomic displace-

ment factor:

Dt
j(
~k)=exp

{
− 1

16π2

[
(k2
x+k2

y)bxy − k2
zbz
]}

.

bxy is the average atomic displacement pa-
rameter (ADP) in the quasiperiodic plane, bz
is the ADP in the z-direction (periodic direc-
tion).

A conjugated gradient minimization algo-
rithm was used for the refinement. Final val-
ues of the refined parameters are given in [7].
Here we shall only comment on the general
results.
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Figure 2: Refined structure.

A part of the refined structure is shown in
Fig. 2. Dark grey circles denote TM atoms,
light grey Al/TM atoms and white Al atoms.
Black dots indicate ideal Penrose tiling posi-
tions. Fig. 2a shows a projection of the struc-
ture along the z axis. Figs. 2b and 2c show the
layers at z=0,25c and z=−0,25c respectively.
The edge length (black lines in the Figs. 2b
and 2c) was refined to be 10,29 Å and the
period c along the z axis 4,09 Å. Shifts from
ideal Penrose tiling positions are rather small
and not greater than 8% of the edge length
of rhombuses (and in most cases not greater
than 4%). Generally shifts for atoms from
first three inflation divisions (groups 1− 13),
which form a „skeleton” of the structure are
much smaller than for atoms from fourth di-
vision (groups 14− 24). Occupation probabil-
ities for these skeleton atoms are 1 in most
cases and always greater than 0,75. For other
groups partial occupation is common. Simi-
larly TM concentration is also well defined
for skeleton atoms. Only for one group its
value is not equal to 0 or 1. For other groups
mixed occupation is possible. A sum of oc-
cupancy probabilities for pairs of atoms in-
dicated by pairs of light grey circles, which
touch each other or overlap in Figs. 2b and

2c, is lower than one. These are flip posi-
tions. In each tile atoms occupy either first
or second position. If there are any distances
shorter than 2,43 Å then a sum of occupa-
tion probabilities of atom pairs revealing to
short interatomic distance is lower than 1.
In the resulting structure there is a certain
degree of disorder within the structure units
— thin and thick rhombuses. This could be
called a local or short-range disorder. On the
other hand, these rhombuses form the rhom-
bic Penrose tiling, thus, in this approach,
the structure is also perfectly long-range or-
dered. Debye-Waller coefficients (bxy and bz)
for most groups are smaller than 3 Å2, which
is an acceptable value for inorganic materials.
Greater values may indicate a certain degree
of static disorder in the structure. Some bz i.e.
the component associated with z direction ex-
ceed the value of 3 Å2. This could mean that
the atomic layers of the structure are puck-
ered rather than flat. In [1] even an 8 Å super-
structure was assumed. This means that the
period along z axis is doubled. However, there
are no half-integer reflections in the diffrac-
tion pattern, thus in experiment only an av-
erage 4 Å structure is observed. In this ap-
proach larger bz values result from overlap-
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Figure 3: Fobs/Fcalc plot in logarithmic
scale.

ping layers of the superstructure having op-
posite z displacements. In this paper only the
average 4 Å structure is investigated. An ex-
tinction parameter g and scale factor between
the calculated and measured diffraction pat-
tern were the global parameters optimized. A
total number of 106 parameters were refined,
the observations-to-parameters ratio is high
and equal 26,1. The final disagreement fac-
tors R = 12,3% and the wR = 6,2%. Global
parameters, R and wR values calculated for
different numbers of strongest reflections are
listed in Table 1. The refined structure has

Table 1: Refinement parameters.

g 2,(9)·10−5

R [%] all 2767 reflections 12,3
wR [%] all 2767 r. 6,2
R [%] I >3σI 1194 r. 4,3
wR [%] I >3σI 1194 r. 5,7
R [%] I >10−4 Imax 837 r. 4,1
wR [%] I >10−4 Imax 837 r. 5,4

the exact chemical composition Al70,7TM29,3

(chemical composition of the sample was mea-
sured to be Al70,6TM29,4

[1]). The point den-
sity of the structure is 0,0656 Å−3 and overall
density 3,94 g cm−3. Experimental values are
0,0661 Å−3 and 3,94 g cm−3 respectively. The
Fobs/Fcalc plot for the final structure in the
logarithmic scale is shown in Fig. 3.

In this paper the results of the structure
analysis of a decagonal basic Ni-rich Al-Ni-
Co quasicrystal were described. The refine-
ment was conducted with only real space pa-
rameters. A decorated rhombic Penrose tiling
was used as an initial structure for the re-
finement process. Within the statistical ap-
proach the structure factor unrelated to the
perpendicular space could be derived. The
resulting disagreement factors are low and
comparable to other quasicrystal structure re-
finement present in the literature. The final
model gives density values very close to the
measured ones.
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Magnesium borohydride Mg(BH4)2 is a promising candidate for hydrogen storage
material. Even thought it was synthesized over 60 years ago still discloses many
features worth of further investigation. In particular its ground state crystal struc-
ture remains a mystery and is a source of discrepancies between theoretically and
experimentally proposed structures. In an attempt to tackle this problem Symmetry
Analysis (SA) turned out to be very useful. With its aid all space groups describing
different structures of Mg(BH4)2 were connected to each other via group-subgroup
relation. A common subgroup C2221 (IT 20) has been found which bounds them
all together. Furthermore SA was used to model new structures so far unreach-
able by theoretical simulations, that is orthorhombic Fddd (IT 70), hexagonal
P6122 (IT 178) and cubic Fd3̄m (IT 227).

Magnesium borohydride Mg(BH4)2 due to
its complex structure still evades from de-
termining its crystal structure both by ex-
perimentalists and theoreticians. In first ex-
perimental work focusing on clarifying the
crystal structure of Mg(BH4)2 dated back to
70’ [1] authors identified two phases, namely
low temperature (LT) tetragonal and high
temperature (HT) cubic, but without speci-
fying the space group for them. After decades
Her et al. [2] determined the LT phase with
symmetry P61 (IT 169) and HT phase with
the orthorhombic Fddd symmetry. Later on
Filinchuk et al. [3] with more precise single
crystal measurements revise LT P61 struc-
ture into hexagonal P6122 one. Simultane-
ously to these investigations many theoreti-
cal structure predictions were carried on [4–6]

giving I41/amd (IT 141), I 4̄m2 (IT 119),
I4122 (IT 98), F222 (IT 22) structures, but
up to the present day all of them differs
completely from the experimental ones, they
never match to each other.

And here on the stage comes the SA reveal-
ing its power and relevance in dealing with
crystal structures described by various space
groups. It was used to find whether there
is a possibility of linking together all struc-

tures of Mg(BH4)2 found so far by connecting
the space groups describing them via group-
subgroup relation. The result of this analysis,
the Birkhäuser tree of space groups, can be
seen in Fig. 1. The k-vector describes the rela-
tions between lattices and an irreducible rep-
resentation leads from high-symmetry space
group to one of its subgroup. There are several
fresh insights into the structure of magnesium
borohydride that comes out from symmetry
tree.

First of all the space group with lowest sym-
metry, which is a root binding all others was
found, that is C2221. Three different group-
subgroup transition pathways meet at this
point. First I41/amd ⇒ I 4̄m2 ⇒ F222 ⇒
C2221, second I41/amd ⇒ Fddd ⇒ F222 ⇒
C2221 and the third I41/amd ⇒ I4122 ⇒
F222 ⇒ C2221. Additionally the experimen-
tal LT P6122 structure has as its direct sub-
group the C2221. The fact that finding all
these group-subgroup connections was possi-
ble, brings us to a certain conclusion about
all structures reported so far. They cannot be
treated as separate structures, but only as dif-
ferent structural representation (described in
different space groups) of magnesium borohy-
dride with constraints throw on stoichiometry
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Figure 1: The Birkhäuser tree of the symmetry-related space groups of the optimized struc-
tures. Structures in a group-subgroup relations determined using SA analysis are connected
with an arrow.

and coordination of particular atoms (mag-
nesium is tetrahedrally surrounded by four
boron to each of which four hydrogen atoms
are bounded again creating tetrahedron). A
simple example of that can be seen in the
first step of the first pathway of analysis
I41/amd ⇒ I 4̄m2. The I41/amd transforms
into its subgroup I 4̄m2 by splitting into two
separate inter-penetrating substructures and
one of them turns out to be nothing more
than structure found previously by other au-
thors. [7]

The SA can also be used as a tool for
modeling new structures starting from al-
ready known ones. For a particular group-
subgroup transition from SA we are able
to find possible symmetry-allowed displace-
ments of atoms breaking the symmetry of
higher space group. In that way, starting
from I41/amd and imposing on atoms small
symmetry-allowed movement, the experimen-
tal HT structure with Fddd space group
was theoretically modeled. The orthorhombic
Fddd structure proposed by Her et al. [2] with
lattice constants a = 37, 07 Å, b = 18,65 Å,
c= 10,91 Å containing 64 formula units (fu)
was reduced by SA modelling to a unit cell

with a = 11,67 Å, b = 11,67 Å, c = 10,47 Å
and only 16 fu tremendously simplifying it.
Magnesium atoms occupies 8a and 8b sites
whereas all borons and hydroges are in 32h
Wyckoff positions. This structure differs from
the experimental one both in sites occupied
by atoms as well as in lattice constants.

The SA can not only be employ to search
for relation between high symmetry space
groups and their subgroups, but in a more
wider way, to seek for any possible „inverse”
correspondence, namely moving from a sub-
group to another group with higher symme-
try. This can be reached by reversing the
displacement vector connecting positions of
atoms in two space groups related by group-
subgroup structural transition. Applying the
inverse correspondence two structures were
modelled: cubic Fd3̄m and hexagonal P6122.
Searching for the cubic as a starting point we
took I41/amd which is a subgroup of the de-
sired one. To obtain appropriate atomic po-
sitions in Fd3̄m SA is needed because sim-
ple transformation of atomic coordinates from
I41/amd to Fd3̄m do not keep the correct
stoichiometry and atomic coordination men-
tioned formerly. During inverse transition the
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Mg atoms are not allowed to move, thus they
can be transformed straightforwardly to cu-
bic structure. When we do the same with
boron atoms they occupy 96g Wyckoff posi-
tion, which is three times more than necessary
number keeping the correct stoichiometry of
Mg(BH4)2 (two magnesium atoms in Fd3̄m
are set in 8a and 8b). Although, in contrary
to Mg atoms, they are allowed by symmetry
to move. The right Wyckoff position which
ensures the correct stoichiometry and coor-
dination of Mg atoms is 32e and from SA we
can get the appropriate displacements lead-
ing to this site. The atomic positions of hy-
drogen were chosen to yield tetrahedral envi-
ronment around boron and to sustain correct
stoichiometry, they occupy 32e and 96g sites.
This new found structure is our answer to the
experimentally determined cubic one done by
Konoplev et al. in [1], but without providing
any information about space group or atomic
positions, only lattice constants and crystal-
lographic system. In the same way, using in-
verse correspondence, the hexagonal P6122
was modelled. Based on SA the C2221 can be
used to derive the atomic positions in hexag-
onal structure. The number of symmetry ele-
ments in the P6122 space group is three times
larger than in C2221 space group, but the unit
cell is two times smaller, because it involves
the transformation from a C-face centered cell
to a hexagonal one. Therefore, the number
of atoms in elementary cell has to be multi-
plied by 3 and divided by 2. The result is that
the SA structure is built from 24 fu whereas
the experimental from 30 fu. Once again SA
led to simpler model of Mg(BH4)2. The Mg
atoms occupy the 12c, 6a and 6b sites, while
all boron and hydrogen are in 12c and the
positions of atoms are not the same as in ex-
perimental structure.

To conclude the symmetry analysis has
shown to be extremely suitable to deal with
structures described by different space groups
as well as in modelling new ones. Applying
its methodology to magnesium borohydride
helped to connect all structures via group-
subgroups relation making clear that they are
not distinguish structures, but only a differ-
ent structural representation of parent one.
Furthermore three structures were modeled,
namely orthorhombic Fddd, hexagonal P6122
and cubic Fd3̄m and can be confront with ex-
periment. A question why from SA we have
structures which are inconsistent with the ex-
perimental still remains an open one.
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Multireflection Grazing Incidence X-Ray Diffraction (MGIXD) allows to perform
a non-destructive analysis of the heterogeneous stress state below the surface of
the sample. The average values of stresses weighted by absorption of X-ray radi-
ation are measured. In this work the stress profiles as a function of penetration
depth were determined for mechanically polished Al2017 alloy. Measurements were
performed using classical X-ray diffractometer.

Residual stresses can be determined us-
ing diffraction methods from the displacement
and broadening of the diffraction peak mea-
sured for different orientation of scattering
vector with respect to the sample. One of this
method is standard X-ray sin2Ψ method, [1]
however it is not advised for the analysis of
heterogeneous stress states because the pene-
tration depth of X-ray radiation varies signif-
icantly during measurement when the orien-
tation of the scattering vector is changing.

The geometry based on the Grazing Inci-
dence X-Ray diffraction, called the MGIXD-
sin2Ψ method [2–4] allows for non-destructive
analysis of the heterogeneous stresses for dif-
ferent volumes below the surface of the sam-
ple. What is more stresses can be measured
at very shallow depths of a few µm.

Grazing incidence geometry is character-
ized by a small and constant incidence an-
gle (α in Fig. 1) and by different lengths
and orientations of the scattering vector. In
standard sin2Ψ method, [1] the measurements
are performed for one {hkl} plane whereas in

Figure 1: Geometry of MGIXD-sin2Ψ
method.

MGIXD for different sets of {hkl} planes. It is
possible by using appropriate values of 2θ{hkl}
scattering angles (Fig. 1). The interplanar
spacing 〈d(ϕ,Ψ)〉{hkl}, average for the reflect-
ing grains volume, can be obtained from the
measured diffraction peak position (2θ{hkl})
using Bragg law. Further the interplanar spac-
ing measured in the direction of scattering can
be related to residual stresses. [1]

In standard methods, the orientation of
the scattering vector can be chosen freely by
proper selection of angles ϕ and Ψ, [1] which
can be changed independently. In contrary in
the MGIXD-sin2Ψ geometry, only the ϕ angle
(rotation around normal to the sample sur-
face) can be chosen arbitrarily, but the Ψ an-
gle (defined in Fig. 1) depends on the (hkl)
reflections and the constant incidence angle
α, i.e.:

Ψ{hkl} = θ{hkl} − α. (1)

Consequently, the possible values of Ψ{hkl}
angles are limited to the number of (hkl) re-
flections used in the experiment.

The penetration depth (t) of X-ray radia-
tion, defined as the distance from the sample
surface for which 1− 1/e of total intensity of
the incident beam is absorbed

t =

(
µ

sin(α)
+

µ

sin
(
2θ{hkl} − α

))−1

. (2)

In the case of the MGIXD-sin2Ψ method,
the penetration depth is almost constant for
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Figure 2: In-depth evolution of stresses in polished Al2017 alloy.

a fixed small α angle and for large range of
the Ψ angle. Moreover, the stresses can be
measured for different layers under the sam-
ple surface by setting different values of the α
angle.

The grazing incidence measurements were
performed on the PANalytical X’Pert diffrac-
tometer using Cu radiation for polished
Al2017 alloy. The experiment was performed
for various incidence angles α in order to find
the in-depth evolution of the stresses in the
sample.

Table 1: Single crystal elastic constants for
aluminium. [7,8]

Single crystal elastic constants [GPa]
C11 C22 C44

106,8 60,4 28,3

In stress analysis the free-surface self-
consistent method [1] was used to calculate
diffraction elastic constants from single crys-
tal elastic constants given in Table 1.

Figure 3: Measured lattice parameters (points) and theoretical results of fitting (continuous
lines) vs. sin2Ψ for Al 2017 alloy. Results of grazing incidence method for two angles α.
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Results of stress analysis in polished Al2017
alloy and sin2Ψ plots for grazing incidence
method are shown in Figs. 2 and 3 respec-
tively.

Concluding the results of stress measure-
ment with MGIXD method showed that
mechanical polishing introduced compressive
stresses to Al2017 alloy. The highest compres-
sive stresses are present near the surface of
the sample and they are decreasing with the
depth in the sample.

? ? ?
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Buried interfaces between polystyrene (PS) or poly(methyl methacrylate)
(PMMA) thin film and the gold surface patterned with CH3− and COOH− termi-
nated alkanethiols self-assembled monolayers (SAM) were examined with Kelvin
Probe Force Microscopy (KPFM) and Secondary Ion Mass Spectrometry (SIMS).
Chemical composition of the interface was proved by SIMS. The contact poten-
tial difference (CPD) maps measured by KPFM on the PS and the PMMA films
showed inverted contrast. This observation is discussed in term of reorientations
of the COOH−SAM net dipole moments induced by interactions with PMMA.

Charge transport through the interface be-
tween an organic layer and an electrode plays
a key role in designing of organic electronic
devices such as light-emitting diodes, solar
cells, transistors or chemical sensors. Electri-
cal impedance of the interface has strong in-
fluence on the performance of these devices.
Although this problem has been studied since
conjugated polymers were discovered and em-
ployed to organic electronics, it is intensively
investigated till now. Mechanism of energy
level alignment at the interface is the main
issue under consideration. [1,2]

To improve the efficiency of organic elec-
tronic devices, a self-assembled monolayer
(SAM) is often placed at the interface. [3] The
SAM can control not only dipole moment
across the junction, but also modify morphol-
ogy of the deposited organic layer. Both as-
pects are intensively studied. In the electronic
devices mostly carboxylic acid molecules are
employed. [4] Terminal groups of the molecules
can induce different dipole moments. Also hy-
drophobic or hydrophilic terminal groups of
alkylthioles molecules induce a dipole mo-
ment. The SAM deposited on substrate al-
ters surface tension and changes wettability
which influences morphology of the deposited
organic layer and, in case of organic blends,
affects phase separation. [5]

In this study buried interfaces formed be-
tween thin polymer layer and metal, modi-
fied by self-assembled monolayer, were inves-
tigated. The aim of this study is to charac-
terize electric dipoles created at the buried
interfaces and to determine shift of electronic
levels. Two methods were employed. Kelvin
Probe Force Microscopy allowed to reveal
electronic properties of the polymer/metal in-
terfaces with up to a nanometer scale res-
olution in addition with sample surface to-
pography. Time-of-Flight Secondary Ion Mass
Spectrometry was used to characterize chem-
ical composition of the constituents of the
surface and the buried interfaces with very
high sensitivity and chemical specificity in
nanometer scale lateral and depth resolution.

The gold surfaces (obtained by thermal
evaporation of Au onto silicon wafers)
were patterned with self-assembled mono-
layers (SAMs) of CH3-terminated (16-
hexadecanethiol) and/or COOH-terminated
(16-mercaptohexadecanoic acid) thiols.
The SAM patterns were micro-contact
printed on gold surfaces with PDMS
(poly[dimethylsiloxane]) stamp, consist-
ing of brick-like structures with ∼ 20 µm
periodicity. Two types of SAM patterns
were prepared: (i) COOH−SAM/CH3−SAM
obtained with one-step micro-contact print-
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Figure 1: Upper part: CPD signals obtained using KPFM: a) COOH−SAM/CH3−SAM
patterned Au substrate, b) thin film (ca 100 nm) of PS on COOH−SAM/CH3−SAM
patterned Au substrate, c) thin film of PMMA on COOH−SAM/CH3−SAM patterned
Au substrate. Lower part: SIMS maps of intensity of negatively charged oxygen ions
obtained during sputtering: d) COOH−SAM/CH3−SAM patterned Au substrate, e)
PS on COOH−SAM/CH3−SAM patterned Au substrate, f) thin film of PMMA on
COOH−SAM/CH3−SAM patterned Au substrate.

ing (µCP) of COOH−SAM followed by
immersion in the solution of CH3−SAM
and (ii) CH3−SAM/COOH−SAM pattern
resulting from µCP of CH3−SAM regions
and subsequent COOH−SAM formation in
empty areas. In the next step polystyrene
(PS) or poly(methyl methacrylate) (PMMA)
chloroform solutions were spin-casted on the
patterned substrates, forming a films with
thickness of about 100 nm. All samples were
prepared in glove-box working under argon
atmosphere with the amounts of oxygen and
water maintained under 0,1 ppm.

Kelvin Probe Force Microscopy (KPFM) is
based on Atomic Force Microscopy (AFM)
technique and is used to measure the con-
tact potential difference (CPD) between an
AFM tip and a sample. In amplitude modu-
lation mode (AM-KPFM) the oscillating tip
in mechanical resonance frequency and with
applied voltages (DC and AC) is approached
to the sample surface. The applied voltages
induce electrostatic force between the tip and

the sample surface which cause a tip deflec-
tions that are detected and enable simultane-
ous determination of topography and CPD.
Measurements with KPFM, working in AM
and non-contact modes, were performed with
Agilent 5500 apparatus yielding surface to-
pography simultaneously with the maps of
CPD. All measurements were performed in air
at room temperature.

Time-of-Flight Secondary Ion Mass Spec-
trometry (SIMS) is a powerful tool used in
material science to characterize chemical com-
position of the constituents of the surface and
thin films with high sensitivity and chemical
specificity. [6] This technique is based on the
mass spectroscopic analysis of secondary ions,
which are generated by the interaction of a
primary ion beam with a sample. The samples
were analyzed by dual beam depth profiling
carried in negative mode (negatively charged
ions measured) using IONTOF ToF-SIMS.5
instrument: one gun was responsible for sput-
tering the surface and the other for the com-
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Table 1: Hansen Solubility Parameters
[MPa]1/2.

δtotal δhb δp

PS 19,3 2,9 4,5
PMMA 21,5 5,1 10,5

position analysis. Instrument was equipped
with Bi+ liquid metal ion gun (Bi LMIG)
and Cs+ beam sputtering gun. Analysis were
taken using 30 keV Bi3+ clusters (current of
0,1 pA) from an areas of 100×100 µm2 in or-
der to identify the species present at various
depths and sputtering was taken using 1 keV
Cs+ ion gun in areas of 400×400 µm2 (current
of 37 nA).

The CPD signals (Fig. 1, upper part) indi-
cate local dipole moment orientation induced
by SAMs placed on the gold surface (Fig. 1a),
at the interface between gold substrate and
non-polar PS film (Fig. 1b) and gold substrate
and polar PMMA film (Fig. 1c). The differ-
ence of CPD signal between SAM−COOH
and SAM−CH3 regions placed on gold (with-
out coverage) and covered with non-polar
PS thin layer is about 300 mV. The differ-
ence in CPD signal for PMMA covered pat-
terned Au substrate is about 60 mV. SIMS
maps of intensity of negatively charged oxy-

gen ions (Fig. 1, lower part) indicate lo-
calizations of SAMs patterned substrate. In
Fig. 1d it can be observed that O− signal re-
vealed COOH−SAM/CH3−SAM pattern on
gold, the first monolayer was analyzed. In
the Fig. 1e and Fig. 1f the same signal was
also used to reveal the localization of SAMs
at the buried interface covered by PS and
PMMA, respectively. It is noteworthy that
for polar PMMA film the CPD signal is in-
verted as compared to that for non-polar PS
film and bare SAM patterns on gold (as con-
firmed by SIMS O− maps). The inversion of
the CPD signals can be explained by inter-
association and depolarization effects [7,8] be-
tween PMMA and COOH−SAM monolayer
caused by hydrogen bonds. Net dipole mo-
ment of the SAMs deposited on the gold sur-
face can be divided into two dipoles. The
first one is attributed to the head (thiol)
group, which is the same for the both molec-
ular layers and directed out of the gold sur-
face. The second dipole is related to the tail
group and it is oriented in the same or in
the opposite direction for the CH3- or the
COOH-group, respectively (Fig. 2). Possibil-
ity of polymer interactions with the substrate
can be predicted from Hansen solubility pa-
rameters (Table 1). High values of the pa-

Figure 2: Schematic illustrations of dipole moments orientation of tail and head groups of
SAMs and resulting net dipole moments (outer black arrows) between gold substrate and a)
non-polar PS film or b) polar PMMA film. For polar PMMA film COOH−SAM tail group
dipole moment is inverted compared to PS layer because of hydrogen bonds interactions
causing depolarization effect and finally net dipole moment of the molecules became oppositely
directed.
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rameters indicate that permanent dipole and
hydrogen bonding interactions are preferred
for PMMA. Especially two types of hydro-
gen bonds interactions are expected. The first
type may appear between carbonyl group of
PMMA and hydroxyl group of COOH−SAM
or second type between hydroxyl group of
PMMA and carbonyl group of COOH−SAM.
In turn, hydrogen bond interactions changed
the direction and total net dipole moment
of the COOH−SAM layer which becomes
slightly smaller but accordingly directed with
CH3−tailed monolayers. This explains the
much smaller difference (60 mV) between the
bright and the dark regions on the CPD map
for the PMMA film as against to the PS one
(280 mV). Significant depolarization effect
cannot be expected for the PS film because
of the nonpolar character of polystyrene.

? ? ?
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Several derivatives of the homologues series of the bromobenzylidene alkoxyani-
line, abbreviated as nBBAA (n= 4 – 12), exhibit liquid crystal polymorphism in
a wide temperature range. In all of the substances the smectic B phase charac-
terized by the hexagonal arrangement of molecules which are orthogonal to the
planes of the smectic layers was found. In order to know which of the smectic
B phase, hexatic or crystal, appearred in the subsequent nBBAA substances the
X-ray diffraction and the polarizing microscope studies were performed.

In many organic materials with anisotropic
shape of molecules thermodynamically stable
liquid crystalline phases, liquid-like and/or
crystalline-like, occur on cooling between
isotropic liquid and crystalline solid phases.
They may flow like a liquid and exhibit also
some features typical for crystals like bire-
fringence and X-ray diffraction pattern. Usu-
ally, the ratio of the length and the diam-
eter of the molecules is larger than five. [1]
The liquid crystal molecules are built of rigid
core and flexible tails as for fully flexible
molecules no orientational order appears and
for rigid molecules direct transformation from
the isotropic liquid to the crystalline solid
phase occurs. [2] Liquid crystals can be de-
viated into two types: thermotropic and ly-
otropic. The thermotropic liquid crystals are
pure substances, which change their proper-
ties with the temperature and pressure. The
lyotropic liquid crystals, being mixtures of
the organic substance and inorganic solvent,
change properties with the temperature, pres-
sure and concentration. [3]

Thermotropic liquid crystal are deviated
in three categories: nematics, smectics and
columnar phases. In the columnar phase the
disc-shape molecules assemble into cylindrical
structures. Long axes of molecules in nematic
phase are aligned parallel to each other, but
their centers of mass are arranged at random.
In smectic phase molecules assemble in lay-
ers. [4]

This paper is focused on the homol-
ogous series of n–4–bromobenzylidene–4’–
alkoxyanlines (nBBAA), exhibiting only
smectic B (SmB), or a sequence of smectic
A (SmA) and smectic B phases (in case of
n larger than 5). [5] In the SmA phase, the
long axes of molecules are oriented orthogo-
naly to the layer planes. In the SmB phase,
the molecules in smectic layer have hexago-
nal arrangement. There are two types of SmB
phase, crystalline and hexatic ones. The hex-
atic smectic B phase is characterized by the
existence of a short range positional order-
ing of the molecules within the layers. In the
crystal SmB phase there are correlations of
molecular positions within and between the
layers. [6]

Usually, type of liquid crystal phase is de-
termined by one of three methods: X-ray
diffraction, the polarizing microscope tex-
ture observations and miscibility studies. Two
types of SmB phase are co-miscible so a mis-
cibility study are not appropriate to deter-
mine which of SmB types are present in the
nBBAA substances. [7]

Using the polarizing microscope we ob-
served the textures of SmA and SmB phases
of nBBAA. For 4BBAA and 5BBAA the mo-
saic textures of SmB occured. That observa-
tion suggests these substances exhibit crystal
SmB phases. [8] For 6BBAA – 12BBAA obser-
vations are different. First of all, for SmA and
SmB phases similar focal-conic fan textures
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Table 1: The FWHM values for the (001) and (110) peaks.

nBBAA FWHM (001) [◦] FWHM (110) [◦]

4BBAA 0,1948 0,1624
5BBAA 0,1299 0,1299
6BBAA 0,1948 0,1624
7BBAA 0,1299 0,1624
8BBAA 0,1299 0,1948
9BBAA 0,1299 0,1624
10BBAA 0,1299 0,1948
11BBAA 0,1299 0,1299
12BBAA 0,1299 0,1624

were observed. At the point of phase tran-
sition usually transition bars appear, which
give information what type of SmB phase ap-
pears. No change of texture in phase transi-
tion between SmA and SmB is a feature char-
acteristic for hexatic type of the smectic B
phase. In case of nBBAA (n = 6 – 12) sub-
stances only faint transient lines occurred at
the point of transition and then quickly dis-
appeared. As the transition proceeds the lines
become wider until they meet and disappear
what is a characteristic phenomenon observed
for crystal SmB. [9]

Figure 1: Various types of thermotropic liq-
uid crystals.

X-ray diffraction pattern of SmB phase ex-
hibits three peaks labeled as (001), (002) and
(110). One can observe the bordering of the
peaks due to the molecular dynamics. In case
of crystal SmB phase full width at half max-
imum (FWHM) of (001) peak has similar
value as that of the peak (110). [10,11] That
phenomenon results from positional correla-
tions, which are three dimensional and of
long range. In case of hexatic SmB phase the
FWHM value of (110) peak is two or three

times broader than the (001) peak. Table 1
shows the FWHM values of (110) peak to
(001) peaks in homologous series of nBBAA
which occurred to be similar.

Figure 2: Phase polymorphism of 4BBAA
and 6BBAA.

We tried to select those features of X-ray
diffraction and polarizing microscope observa-
tions which may be helpful for identification
of the types of SmB phase in the substances
studied. The results suggest the appearance of
the crystal SmB phase for all substances. For
6BBAA – 12BBAA the transition bars widen
and disappear only after they met. Also the
FWHM values of (001) peak and of (110) peak
are similar.

? ? ?
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The mechanical alloying process is technique for synthesis materials at ambient
temperature (not in elevated temperature). The driving force of the reactions are
mechanical force originating from movement of balls in high energy mills. Plastic
deformations, cold welding, introducing of various defects, which increase diffu-
sivity and homogeneity of synthesised material take place upon milling process.
By this method it is possible to produce amorphous, nanocrystalline and highly
non-equilibrium material, which indicate new interesting properties and related
applications. In this work it was shown the principle of mechanical alloying, mod-
els and different type of materials which can be produced by this method.

Scientist permanently endeavours to im-
prove materials properties. Through by using
the standard thermochemical processes many
properties might be improved. New space,
sport, industry technologies need new mate-
rials with advanced properties. These mate-
rials can be produced by a strict control of
all processes in fabrication to obtain compo-
sitions, designed to specific application, due
to its structure, microstructure, phases, tex-
turing and stresses. Such properties can be
also obtained in highly non-equilibrium con-
ditions. One of the main methods for pro-
duction highly-energized, metastable, non-
equilibrium materials is mechanical alloying.
This process is conducted in high energy ball
mill like shakers, planetary ball mills, attri-
tor mills. In this type of synthesis method it
is possible to obtain glassy alloys, amorphous
materials, nanocrystaline materials. Also by
high-energy milling it is possible to carry
out the chemical reaction it is on field of
mechanochemistry. Mechanical milling has
huge opportunities to obtain alloys, hydrates,
semiconductors, ceramic materials and com-
posites. [1–3]

All mills have a vials and parts, which work
and transfer energy (e.g. balls) to the initial
powder. As a consequence of colliding balls
into powder, plastic deformations of powder
were obtained. If in collision participates more
than one particle of powder it cause aggre-

gation and get a composite. After plenty of
repetition of this collision powders are mix-
ing chemically by diffusion or reaction. Me-
chanical alloying processes can be described
by few models based on Smoluchowski’s coag-
ulation–fragmentation equations. Models de-
scribe process of mechanical milling from two
points of view. The first describe milling de-
sign, mechanics of apparatus and the second
is focused on powder charge evolution. Oth-
erwise there are models which combine two of
previous models. Models analysing mechanics
of milling can predict characteristic of colli-
sion and demand for energy. From the other
hand there are models, which use only ba-
sic information about equipment, like average
collision and after repetition of this process.
They can predict changes in powder proper-
ties. [4]

To control mechanical alloying process it
is very important thing to understand the
mechanism. There are main factors that con-
trol creation new materials like activation
energy of induced defects, temperature and
crystalline size. Diffusion of constituents to
form a new alloy has been controlled by me-
chanical and thermal energy. Diffusivity may
be controlled and decreased by temperature
increasing and decreasing of particle size. On
the first part of mechanical milling particles
in high energy collisions may be cold welded
together, flattened, fractured, new clean sur-
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faces are produced and improve the contacts
and aggregate. At the second stage, parti-
cles forms layered structure and are crumbling
and fracturing. Materials are then mixed and
dissolved, but homogeneous structure is still
not obtained. Plastic deformations make par-
ticles harder, next particle size is decreas-
ing by fatigue failure mechanism. At the last
part, lamellae disappear and new homoge-
nous alloy is produced. Unfortunately, de-
creasing of particle size has very low efficiency
like 0,1%, in high energy ball mill it is less
than 1%. The majority of supplied energy is
wasted on heat, plastic and elastic deforma-
tions of grains. This waste heat cause warm-
ing of milling vial, balls and powder, hence
it has huge influence on structure and mi-
crostructure of final powder. As a result of
heating, higher diffusivity and recrystalliza-
tion processes could be expected. To obtain
nanocrystalline or amorphous alloys, diffusion
should be lower, which implies lower temper-
ature of process to be maintained. [1,5] The
temperature of balls may exceed 600◦C as
was shown in work. [6] Therefore, the milling
methodology must be well-suited to materi-
als that should be synthesized. Namely, the
milling cycles are usually followed by rest-
time, to avoid overheating of the powder. For
enhancing homogeneity, that is crucial in me-
chanical alloying, each cycle can be reversed.
At last, for some cases suspensions or catal-
ysers are introduced into the milling vial in
order to achieve optimum milling conditions.

The group of metallic alloys and inter-
metallic compounds is the largest group of
materials produced by mechanical synthesis.
This method is widely used for hydrogen
storage materials, e.g. compounds based on
magnesium or titanium. [7,8] Mechanical al-
loying is a competition method for widely
used rapid quenching for glassy alloys pro-
ducing. [9] Also catalysers can be produced as
in work, [10] where Cu3Pt for direct methanol
fuel cell (DMFC) were synthesised. This
electro-oxidation catalyst material is cheaper
than convectional Pt-based. One of the most
important methods for producing iron-based
magnetic alloys is mechanical alloying. This

alloys are used in soft magnetic composite ma-
terials. [11]

Mechanical alloying is also used for pro-
duction of advanced high temperature ceram-
ics like carbides, borides, nitrides of metals
in IV Group of transition metal (titanium,
zirconium), and thallium and others. These
compounds are commonly produced in high-
temperature procedures, but mechanical al-
loying shows some beneficial like low cost
and simplicity. Moreover this method is sim-
ple way to obtain nanosize materials in room
temperature which after consolidation by hot
pressing exhibit needed mechanical proper-
ties in elevated temperature. These materi-
als ZrC ZrB, TiC, TiN TaC in relation to
their properties high melting point high hard-
ness, high elastic modulus, shock resistance,
high strength has many possible applications
like thermal protection, crucibles, in re-entry
rocket technology, thermocouple, in machin-
ery applications (cutting tools, wear parts,
nozzles) and others. [12–14]

Also for semiconductors, mechanical alloy-
ing is simple and suitable method of produc-
tion. Moreover it is possible to synthesis el-
ements for spin electronic applications which
have semiconductor and ferromagnetic prop-
erties e.g. Fe-doped ZnO. [15]

Except one-phase solid materials like
metallic alloys and ceramics, the mechanical
alloying may be also used to produce compos-
ites materials. Usually such composites have
ductile metallic or intermetallic matrix and
discontinuous second phase or second ductile.
As a discontinuous phase used for reinforce-
ment occur particles whiskers and chopped
fibers, materials which are made are usu-
ally hard metalloid and ceramic compound
(TiB2, SiC). Second ductile phase of solid so-
lutions is used for toughening of matrix duc-
tile phase. Dispersed phase impede growing of
grains in heightened temperature during con-
solidation. In consequence strength and hard-
ness is achieved in lower temperature, which is
known as Hall-Petch and Orowan hardening.
Growing of grain size in elevated temperature
results in softening of materials. [16] As an ex-
ample MoSi2 can be given, which is used in
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high temperature applications as heating ele-
ment and also in electronics and engine con-
struction. But this material has the low duc-
tility and fracture toughness, what limits po-
tential application. To prevent this properties
particulates Si3N4 has been added to molyb-
denum silicide matrix. This addition increase
fracture toughness and decrease creep rates
in high temperatures, but unfortunately frac-
ture toughness in room temperature remains
still low. [17] Synthesised by high-energy mill
and annealed in 600◦C composite of copper
and cementite was done to stabilize nano-size
copper matrix. Recrystallization of nanoalloy
conducts in 90◦C. In composite Cu-Fe-C dif-
fusivity coefficient are low and by pinning of
grain boundaries and solute drag effects Fe3C
stabilise structure. [18]

Amorphous structure after mechanical al-
loying may be investigated by reverse Monte
Carlo simulations. As an example Si24Nb76

can be given, that has interesting properties
like high melting point and hardness, resis-
tance oxidation. From conventional technics
is possibly to obtain only Nb3Si, a-Nb5Si3, b-
Nb5Si3 and NbSi2, but by mechanical alloying
can be produced other stoichiometries. Prop-
erties of amorphous alloys are dependent on
configuration of the nearest neighbours. Ex-
tracted from the experiment data and Monte
Carlo simulations the structural parameters
of Nb3Si compound were obtained. [19] Simi-
lar research were investigated for Cr25Nb75,
where experiment appeared to be in agree-
ment with the predicted thermodynamic ap-
proach. The coordination numbers for the
first neighbours and interatomic distances
were obtained. The calculated chemical short-
range order show similarity the atomic struc-
ture of the amorphous Cr25Nb75 with the
additive hard sphere (AHS) model for same
chemical composition alloy. [20] Not only sin-
gle materials may be simulated, but also com-
plex composites. Nano-composite powder of
Al/SiC produced by mechanical alloying has
been modelled by statistical approach. As
process variables are time, speed of milling,
weight of balls and weight of powders, as a re-
sult different composites with respect to crys-

tallite and particle size or lattice strains can
be obtained. [21]

Mechanical alloying is a simply, useful and
powerful method to synthesise wide vari-
ety of materials: glassy, micro, nano and
quasicrystaline of superalloys, intermetallic
compounds, semiconductors, ceramics and
composites. Non-equilibrium materials reveal
great new properties and may find plenty of
advanced applications. By mechanical alloy-
ing materials, impossible to obtain by tradi-
tional methods, can be produced. Mechanism
of mechanical alloying is very complex and
has a lot of variables, for this reason modelling
is very difficult. In mechanical milling there
are broad fields, which are still not discovered
and developed. Therefore, a still growing in-
terest focused on this method is observed.

? ? ?
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The paper describes the application of the statistical approach based on Average
Unit Cell concept for modeling of icosahedral quasicrystals. As a model structure
the Ammann tiling is used. The derivation of structure factor for non-decorated
structure within the Average Unit Cell approach is presented and the analytical
diffraction pattern is calculated. There is also the perfect agreement between statis-
tical approach and higher-dimensional analysis shown. Finally, the first attempts
to find a decoration scheme for Ammann tiling are done and some results are
shown in the paper.

Icosahedral quasicrystals (i-QCs) are 3D
structures with no translational symmetry
and fully aperiodic arrangement of atoms in
space. The diffraction pattern represents the
symmetry elements of an icosahedron (Plato-
nian solid with 20 equilateral triangular faces,
Fig. 1a), in particular it has 5-fold rotational
symmetry. The non-crystallographical Laue
class of icosahedral quasicrystals is m3̄5̄.

It is worth mentioning that first quasicrys-
talline structures, discovered by Shechtman in
1982, [1] were the icosahedral aperiodic Al-Mn
alloys. The spots on electron diffraction pat-
tern showed 5-fold icosahedral symmetry.

The modeling of icosahedral structures is
done by using the Ammann tiling. This is
a set of points in 3D space which exhibits
the icosahedral symmetry. Ammann tiling is
the 3D extension of Penrose tiling used for
modeling the 2D decagonal quasicrystals. The
building units are oblate and prolate rhombo-
hedra. Here we consider the model Ammann
structure without decorative atoms (so called
„empty lattice”).

The Average Unit Cell (AUC) concept [2,3]
obtained by statistical approach can describe
the diffraction pattern of quasicrystals. As
a starting model in case of icosahedral qua-
sicrystals the Ammann tiling is used. The
AUC method was successfully applied to
decagonal phases by Kozakowski and Kucz-
era [4–7] and to other aperiodic structures. [8]

The diffraction pattern of Ammann tiling
can be indexed in the reciprocal space basis
V ? by parallel components x̂1−x̂6 of the basis
vectors Fig. 1a, which reflect the icosahedral
symmetry. [9] The peak position is then char-
acterized by 6 indices and is the following:

~k=h1x̂1+h2x̂2+h3x̂3+h4x̂4+h5x̂5+h6x̂6, (1)

where h1−h6 are the integer Miller indices of
a diffraction peak.

The direct space vectors are formed by the
orthogonality condition against x̂1 − x̂6 and
have the similar spatial orientation.

The AUC is the distribution of the projec-
tions of the atomic positions onto the so called
reference grid, which is periodic. The lattice
parameters of the grid can be defined by the
reciprocal space vectors. However, instead of
using the oblique basis x̂1− x̂6, the Cartesian
one can be used (Fig. 1b). Six basis vectors
x̂1 − x̂6 are then replaced by pairs of vectors
~qi,~ki, i={1,2,3}, which are the linear combi-
nations of x̂1 − x̂6. The peak position is now:

~k=h~q1+h′~k1+h~q2+h′~k2+l~q3+l′~k3 , (2)

where indices h/h′, k/k′, l/l′ are the linear
combination of h1 − h6. What is crucial, the
lengths of vectors ~qi is τ -times smaller than
the lengths of ~ki (τ≈1,618 is called the golden
mean ratio).
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(a) (b)

Figure 1: (a) The definition of reciprocal space vector basis. Vectors of the so called „icosahe-
dral” basis span the icosahedron. (b) The Cartesian basis of reciprocal space and its relation
with the „icosahedral” basis.

The reference grid constants are related to
~qi,~ki, i={1,2,3} as follows:

λki=
2π

ki
; λqi=

2π

qi
; i={1,2,3},

(3)
where ki, qi are the lengths of vectors ~qi,~ki,
i={1,2,3}.

The need of use the two reference grids
is well-known for quasicrystals and discussed
in [2–4]. Every position of points in Ammann
tiling can be projected on the reference lat-
tices. As a result we get the distribution
P (ui, vi) of new positions ui,vi, i={1,2,3}:

xi=Nλki+ui, N ∈Z
xi=Mλqi+vi, M ∈Z (4)

The positions ui belong to the the reference
grid of lattice parameter λki and vi−λqi. One
of the properties of the AUC is that the dis-
tribution P (ui, vi) is only non-zero along lines
vi = −τ2ui what is called the TAU2-scaling
for quasicrystals. [10] This relation reduces the
size of the distribution to P (ui) what we call
the AUC. This distribution is uniform and
continuous.

From the formulas (3) and (4) it is clear
that the shape of the AUC is dependent
on the choice of reciprocal space vectors
~qi,~ki, i = {1,2,3}. With the choice of recip-
rocal space vectors ~qi,~ki, i = {1,2,3} like in
the Fig. 1b, i.e. spanning the Cartesian re-
ciprocal space basis, the shape of the distri-
bution P (ui) is regular rhombic triacontahe-

Figure 2: The points of AUC gener-
ated numerically for reciprocal space vectors
ki ≈ 1,70; qi ≈ 1,05; i= {1,2,3}. The shape
of the AUC is the rhombic triacontahedron
(skeleton marked in the plot).

dron — solid dual to icosahedron with the
same symmetry elements Fig. 2. This is im-
portant in terms of analytical calculations.
The lengths of vectors ~qi,~ki, i= {1,2,3} are:
ki=2τ/

√
2+τ ≈ 1,70; qi=2/

√
2+τ ≈ 1,05.

The structure factor for empty Ammann
lattice can be calculated fully in real space by
using the statistical approach. The formula is
the following:

F (~k)=

∫∫∫
AUC

exp[i (κ1u1+κ2u2+κ3u3)]

du1du2du3, (5)

where the components κ1, κ2, κ3 are
k1(h′−τh), k2(k′−τk), k3(l′−τ l). The
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Fourier transform in the formula (5) runs
over the shape of the AUC. Considering
the uniformity and the finite size of the
distribution, one can rewrite the formula (6)
to:

F (
−→
k)=

∫ λk1

0

∫ λk2

0

∫ λk3

0

P (u1,u2,u3)

exp[i(κ1u1+κ2u2+κ3u3)] du1du2du3. (6)

The intensity of diffraction pattern is cal-
culated as a square of modulus of the struc-
ture factor. In the Fig. 3 the comparison
of diffraction pattern calculated analytically
over the shape of the AUC and in the higher-
dimensional approach (the analytical volume
integral over rhombic triacontahedron) and
numerically as the Fourier transform of AUC
is shown. The direction ~k2 has been chosen
for the plot (Fig. 3).

The higher-dimensional approach has been
not discussed in this paper. However the
Fig. 3 shows the perfect agreement in terms of
analytical calculations for the statistical ap-
proach and higher-dimensional analysis. The
only difference is that calculation in statistical
approach is carried out in physical space only

Figure 3: The plot of diffraction pattern for
empty Ammann lattice in direction ~k2: hori-
zontal dashes — analytical calculation in sta-
tistical approach; squares — analytical calcu-
lation in higher-dimensional approach; crosses
— the numerical integral over AUC points
(see Fig. 2). The agreement of first two plots
is perfect, the numerical results have little de-
viations for small peaks.

without 6D modeling. The numerical integral
over the distribution P (ui) gives the same re-
sult with some deviations occurring for small
peaks only (numerical reason).

The last part of this paper is dedicated to
decoration scheme of Ammann rhombohedra.
First important thing is to find the possi-
ble orientations of rhombohedra in real space
and corresponding positions in AUC. In the
AUC one need to find regions belonging to the
atoms of a certain kind (the structure com-
position can be binary or ternary) and of cer-
tain orientation of rhombohedron. There are
five 6-fold axes, but it can be shown that only
two orientations of pair: prolate-oblate rhom-
bohedron divide the AUC in the separate re-
gions. Every rhombohedron consists of eight
vertices, so the total possible orientations of
regions in AUC is 960. In the Fig. 4 the distri-
bution of rhombohedra with „z-orientation”
is shown. The prolate and oblate rhombohe-

(a)

(b)

Figure 4: The possible distribution of oblate
(a) and prolate (b) rhombohedra in AUC
for „z-orientation”. The rhombohedra built by
basis vectors as discussed in the text.

249



Proceedings of the ISD Workshops R. Strzałka

(a)

(b)

Figure 5: (a) Five orientations of prolate
rhombohedron in real space (rotation over 5-
fold axis „z”). (b) Corresponding five distribu-
tions of possible orientations for prolate rhom-
bohedra along „z-axis”. The rotation over an
angle 72◦ corresponds to the rotation over an
angle 144◦ in the AUC. Some covering of the
distributions is observable.

dra are built by three of six direct space basis
vectors. The distributions for different orien-
tations can overlap in the AUC. Such regions
suggests that the nodes of rhombohedra with
certain orientation in real space must be dec-
orated with atom of the same kind. Using all
these rules will result in decoration scheme
for Ammann tiling. The whole description of
the decoration scheme is not complete yet,
however the problem with possible orienta-
tions is already solved. In the Fig. 5 one can
see all orientations of the prolate rhombohe-
dra along „z-axis” and corresponding distri-
butions in the AUC.

The results presented in this paper show
that the statistical approach can successfully
describe the diffraction pattern of i-QCs mod-
elled with Ammann tiling. The obtained in
this approach diffraction pattern for empty
lattice agrees with the one obtained by com-
monly used higher-dimensional analysis. The
outlook of the author’s work is to find the
complete decoration scheme and to derivate
the formula for structure factor for freely
decorated Ammann tiling. This will enable
the diffraction data refinement for different
i -QCs.

? ? ?
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Intermetallics of Tb0,27Dy0,73(Fe1−xAlx)2 series, prepared by arc melting tech-
nique, are reported. Structural characteristic curves were carried out on pow-
ders by taking X-ray diffraction pattern. The Al-substitution of 3d-sublattice of
Tb0,27Dy0,73Fe2 compound was studied. This work demonstrated that partial sub-
stitution of Fe by addition of Al atoms reduces magnetostriction values.

Magnetostrictive materials, a class of smart
materials, are drawing much attention due to
their practical applications. Magnetostriction
has been defined as an elastic strain causing a
change in shape of material during magneti-
zation. In the magnetic field magnetostrictive
material reorientates its magnetic domains, so
it causes physical length change in the mate-
rial. Magnetostriction is reversible and keeps
volume of sample unchanged. Quantitatively
we can write magnetostriction as:

λ=
∆l

l
, (1)

where λ — magnetostriction, ∆l — change of
length, l — initial length of sample.

Most ferro- and ferrimagnets exhibit mag-
netostrictive properties. [1–3] Usually rela-
tive change in length is on the order of
10−5 – 10−3. During 1960’s A. E. Clark and
others discovered giant (> 10−3) magne-
tostriction in rare earth elements (Tb, Dy)
at cryogenic temperature. In 1971 they got
huge values of magnetostriction for TbFe2

and DyFe2, intermettalics of C15 Laves
phase structure at room temperature. Un-
fortunately these compounds have big mag-
netocrystalline anisotropy, what means that
they need high values of magnetic field to
magnetize. Few years later they had found
specially formulated alloy of Terbium, Dys-
prosium and Iron (Terfenol-D) which exhibits
giant magnetostriction, also at room tempera-
ture. Terfenol-D overcame both temperature
and anisotropy difficulties by balancing the

ratio of Terbium and Dysprosium (0,27/0,73),
two elements with oppositely signed magne-
tocrystalline anisotropy. Effective anisotropy
of that compound was zero at room tempera-
ture. Since then Terfenol-D has become main
magnetostrictive material commonly used in
engineering. Researchers continue studies to
find new magnetostrictive materials. That’s
why I took the trouble to investigate new de-
scent from Terfenol-D compounds.

The way of magnetostriction description
could be following. If the direction of mag-
netostriction measurement is parallel to the
magnetic field direction we say about a longi-
tudinal magnetostriction λ‖. If the direction
of measurement is perpendicular to the field
— it is called transverse magnetostriction λ⊥.
Saturation magnetostriction λs is defined as
such a value of magnetostriction that further
increasing field causes no increase of magne-
tostriction value any more. For monocrystals
we know λhkl constants which describe rela-
tive change of length measured along hkl crys-
tallographic directions. For polycrystals of cu-
bic structure we got such a formula:

λpc =
2

5
λ100+λ111, (2)

where: λ100, λ111 — magnetostriction con-
stants measured along the main crystallo-
graphic directions 100 and 111 accordingly.
For Terfenol-D: λpc =1020×10−6.

Intermetallic compound Tb0,27Dy0,73Fe2

(Terfenol-D) exhibits strong magnetostrictive
properties. [4] Magnetostriction of Terfenol-
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Figure 1: Exemplary diffraction pattern for Tb0,27Dy0,73Fe2 intermetallic.

D monocrystal is highly anisotropic, i.e.
λ111 � λ100. It has many practical applica-
tions in the technics. It is a good material
for actuators and sensors. Also, it is used for
controlling noise level and construction vibra-
tions, micropositioning devices, surgical tools,
line motors, and so on. This material has some
limitation in its technical adoption. First issue
is eddy current losses due to high frequency
operation, the second one is poor durability.
These issues could be eliminated by forming
polymer matrix composites of magnetostric-
tive material and the polymer (or other piezo-
electric material). All investigated samples of
series Tb0,27Dy0,73Fe2 were prepared using arc
melting method in a high purity argon atmo-
sphere from the appropriate amounts of the
Tb, Dy (99,9% purity), Fe and Al (all 99,99%
purity) starting materials. Then the samples
were annealed in vacuum at 850◦C for one
hour.

A standard X-ray powder diffraction pat-
tern was obtained for each sample us-

ing Mo Kα radiation at room tempera-
ture (Fig. 1). For all obtained compounds
(x = 0; 0,05; 0,1; 0,15; 0,2) the clean X-ray
patterns corresponding to the cubic, Fd3m,
MgCu2-type (C15) Laves phase (Fig. 2) were
registered.

Figure 2: Laves phase called C15 type
(MgCu2) structure.
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Figure 3: Metal-foil strain gage. 1 — foil
backing, 2 — resistance wire grid, 3 — leads.

Unit cell parameters were obtained from
the numerical analysis of the experimental X-
ray patterns: a— for the MgCu2-type of crys-
tallographic structure. Lattice parameter in-
creases from 7,3389 Å for x=0 to 7,4400 Å for
x = 0,2; due to a larger atomic radius of Al
(1,43 Å) compared with Fe (1,24 Å). Also the
unit cell volume increases starting from the
value V (x=0)=395,2691 Å3.

During my work, magnetostriction mea-
surements were carried out using Strain
Gauge Technique. This method consists in
strain monitoring using strain gauges. In this
work I tried to describe axial strains in the
magnetic field. A strain gage is the active elec-
trical resistant element that senses the change
in length to the initial length and converts
it into en electrical signal. Each strain gage,
as an electric conductor, changes its geomet-
ric dimensions (length l and cross-section A)
when it is treated by external forces. It causes
the change in its resistance. Before selecting a
strain gage type and strain gage configuration
you have to consider some important factors,
like the direction, type and resolution of strain
you need to measure. Ideal strain gage should
be small enough, inexpensive, accurate, re-
peatable, easily attached, highly sensitive to
strain. I have chosen metal-foil strain gages
for my purpose (Fig. 3). We want to mea-
sure relative small length changes so we need
a suitable method. I used the Wheatstone
Bridge configuration, shown in Fig. 4, which
is capable of measuring these small resistance
changes. We have to remember that total
strain is always the sum of the four strains
and represented by output voltage VOUT.

Figure 4: Wheatstone Bridge.

I met some measurement issues. First of
all, using this method you have to take into
account the strain gage sensitivity for ambi-
ent conditions (humidity, temperature). For-
tunately using Wheatstone Bridge configu-
ration compensates this effect. Secondly you
need to apply suitable adhesive for bond-
ing strain gages with the samples (I used
cyanoacrylic glue). Assembly of strain gage
should be carried out precisely according to
the producer prescription. You should also re-
member about the positioning of strain gage,
as it should be accurately aimed parallel to
the field direction. Otherwise you can get po-
tential errors of measurements.

Results of magnetostriction measure-
ments demonstrate that longitudinal
magnetostriction for Terfenol-D sample
(x=0) saturates near 800 ppm (Fig. 5).
Saturation magnetostriction values for
next samples (x=0,05; 0,1; 0,15) reduce.
And longitudinal magnetostriction for
Tb0,27Dy0,73(Fe0,85Al0,15)2 saturates near
380 ppm. As regards transverse magne-
tostriction, obtained values are negative
what means that samples shrink in the
direction perpendicular to the field. And ab-
solute values of saturation magnetostriction
reduce, starting from 560 ppm for x=0 up to
210 ppm for x=0,15.

As we see, Al substitution in the
Tb0,27Dy0,73(Fe1−xAlx)2 series introduces
some changes in structural and magne-
tostrictive properties of such compounds.
It increases the lattice parameter with x,
increases the average distance between the
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Figure 5: Magnetostriction plot
for Terfenol-D sample.

nearest neighbours of transition metal atoms
and consequently changes magnetostrictive
properties. Saturation magnetostriction
decreases with Al content. These results seem
to be useful for further study to find the
best compounds for construction composites
exhibiting giant magnetoelectric effect.

? ? ?
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